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PREFACE

This book is based on lectures delivered over the years by the author at the
Université Pierre et Marie Curie, Paris, at the University of Stuttgart, and at
City University of Hong Kong. Its two-fold aim is to give thorough introduc-
tions to the basic theorems of differential geometry and to elasticity theory in
curvilinear coordinates.

The treatment is essentially self-contained and proofs are complete. The
prerequisites essentially consist in a working knowledge of basic notions of anal-
ysis and functional analysis, such as differential calculus, integration theory
and Sobolev spaces, and some familiarity with ordinary and partial differential
equations.

In particular, no a priori knowledge of differential geometry or of elasticity
theory is assumed.

In the first chapter, we review the basic notions, such as the metric tensor
and covariant derivatives, arising when a three-dimensional open set is equipped
with curvilinear coordinates. We then prove that the vanishing of the Riemann
curvature tensor is sufficient for the existence of isometric immersions from a
simply-connected open subset of R equipped with a Riemannian metric into
a Euclidean space of the same dimension. We also prove the corresponding
uniqueness theorem, also called rigidity theorem.

In the second chapter, we study basic notions about surfaces, such as their
two fundamental forms, the Gaussian curvature and covariant derivatives. We
then prove the fundamental theorem of surface theory, which asserts that the
GauBl and Codazzi-Mainardi equations constitute sufficient conditions for two
matrix fields defined in a simply-connected open subset of R? to be the two
fundamental forms of a surface in a three-dimensional Euclidean space. We also
prove the corresponding rigidity theorem.

In addition to such “classical” theorems, which constitute special cases of the
fundamental theorem of Riemannian geometry, we also include in both chapters
recent results which have not yet appeared in book form, such as the continuity
of a surface as a function of its fundamental forms.

The third chapter, which heavily relies on Chapter 1, begins by a detailed
derivation of the equations of nonlinear and linearized three-dimensional elastic-
ity in terms of arbitrary curvilinear coordinates. This derivation is then followed
by a detailed mathematical treatment of the existence, uniqueness, and regu-
larity of solutions to the equations of linearized three-dimensional elasticity in
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curvilinear coordinates. This treatment includes in particular a direct proof of
the three-dimensional Korn inequality in curvilinear coordinates.

The fourth and last chapter, which heavily relies on Chapter 2, begins by
a detailed description of the nonlinear and linear equations proposed by W.T.
Koiter for modeling thin elastic shells. These equations are “two-dimensional”,
in the sense that they are expressed in terms of two curvilinear coordinates
used for defining the middle surface of the shell. The existence, uniqueness, and
regularity of solutions to the linear Koiter equations is then established, thanks
this time to a fundamental “Korn inequality on a surface” and to an “infinites-
imal rigid displacement lemma on a surface”. This chapter also includes a brief
introduction to other two-dimensional shell equations.

Interestingly, notions that pertain to differential geometry per se, such as
covariant derivatives of tensor fields, are also introduced in Chapters 3 and 4,
where they appear most naturally in the derivation of the basic boundary value
problems of three-dimensional elasticity and shell theory.

Occasionally, portions of the material covered here are adapted from ex-
cerpts from my book “Mathematical Elasticity, Volume III: Theory of Shells”,
published in 2000 by North-Holland, Amsterdam; in this respect, I am indebted
to Arjen Sevenster for his kind permission to rely on such excerpts. Other-
wise, the bulk of this work was substantially supported by two grants from the
Research Grants Council of Hong Kong Special Administrative Region, China
[Project No. 9040869, CityU 100803 and Project No. 9040966, CityU 100604].

Last but not least, I am greatly indebted to Roger Fosdick for his kind
suggestion some years ago to write such a book, for his permanent support
since then, and for his many valuable suggestions after he carefully read the
entire manuscript.

Hong Kong, July 2005 Philippe G. Ciarlet

Department of Mathematics
and
Liu Bie Ju Centre for Mathematical Sciences
City University of Hong Kong









Chapter 1

THREE-DIMENSIONAL DIFFERENTIAL
GEOMETRY

INTRODUCTION

Let Q be an open subset of R3, let E3 denote a three-dimensional Euclidean
space, and let ® : QO — E3 be a smooth injective immersion. We begin by
reviewing (Sections 1.1 to 1.3) basic definitions and properties arising when the
three-dimensional open subset ©(£2) of E? is equipped with the coordinates of
the points of Q as its curvilinear coordinates.

Of fundamental importance is the metric tensor of the set ©(£), whose
covariant and contravariant components g;; = g5 : £ — R and g¥ = g7 .
Q — R are given by (Latin indices or exponents take their values in {1, 2, 3}):

gij = 9;-9; and 97 =g'-g’, where g; = 0;® and g’ - g, = ‘55

The vector fields g, : © — R3 and g7 : Q — R? respectively form the
covariant, and contravariant, bases in the set ().

It is shown in particular how wolumes, areas, and lengths, in the set @(Q)
are computed in terms of its curvilinear coordinates, by means of the functions
gi; and g (Theorem 1.3-1).

We next introduce in Section 1.4 the fundamental notion of covariant deriva-
tives vy); of a vector field v;g° : Q — R3 defined by means of its covariant com-
ponents v; over the contravariant bases g*. Covariant derivatives constitute a
generalization of the usual partial derivatives of vector fields defined by means
of their Cartesian components. As illustrated by the equations of nonlinear and
linearized elasticity studied in Chapter 3, covariant derivatives naturally appear
when a system of partial differential equations with a vector field as the un-
known (the displacement field in elasticity) is expressed in terms of curvilinear
coordinates.

It is a basic fact that the symmetric and positive-definite matrix field (g;;)
defined on 2 in this fashion cannot be arbitrary. More specifically (Theorem
1.5-1), its components and some of their partial derivatives must satisfy neces-
sary conditions that take the form of the following relations (meant to hold for

9



10 Three-dimensional differential geometry [Ch. 1
all 4,5, k,q € {1,2,3}): Let the functions I';;4 and I‘fj be defined by

1 _
Lijg = 5(09iq + 0igjq = 84913) and I7; = g"Tjq, where (¢77) = (gi5) L

Then, necessarily,
@Fikq — 8kl“ijq + Ffjl“kqp — kaqup =0in Q.

The functions I';;, and T'? ; are the Christoffel symbols of the first, and second,
kind and the functions

Ryiji = 0;Ting — OkTijq + T} Thgp — T Ligp

are the covariant components of the Riemann curvature tensor of the set ©(£2).

We then focus our attention on the reciprocal questions:

Given an open subset  of R? and a smooth enough symmetric and positive-
definite matrix field (g;;) defined on €, when is it the metric tensor field of an
open set ©() C E3, i.e., when does there exist an immersion © : Q — E3 such
that 9ij = 81(") . 8j® in Q7

If such an immersion exists, to what extent is it unique?

As shown in Theorems 1.6-1 and 1.7-1, the answers turn out to be remarkably
simple to state (but not so simple to prove, especially the first one!): Under the
assumption that § is simply-connected, the necessary conditions

Ryij =01in Q

are also sufficient for the existence of such an immersion ©.

Besides, if §2 is connected, this immersion is unique up to isometries of E3.
This means that, if ® : Q — E? is any other smooth immersion satisfying

9ij = 816 . 8Jé in Q,

there then exist a vector ¢ € E® and an orthogonal matrix @ of order three such
that

O(z) = ¢+ QO(x) for all z € .

Together, the above existence and uniqueness theorems constitute an impor-
tant special case of the fundamental theorem of Riemannian geometry and as
such, constitute the core of Chapter 1.

We conclude this chapter by showing (Theorem 1.8-5) that the equivalence
class of ©, defined in this fashion modulo isometries of E3, depends continu-
ously on the matriz field (g;;) with respect to appropriate Fréchet topologies.
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1.1 CURVILINEAR COORDINATES

To begin with, we list some notations and conventions that will be consistently
used throughout.

All spaces, matrices, etc., considered here are real.

Latin indices and exponents range in the set {1,2,3}, save when otherwise
indicated, e.g., when they are used for indexing sequences, and the summation
convention with respect to repeated indices or exponents is systematically used
in conjunction with this rule. For instance, the relation

gi(z) = gij(2)g’ (z)
means that

3
g:(@) = gij(x)g’ () for i = 1,2,3.
j=1

Kronecker’s symbols are designated by (5{ ,8ij, or 8% according to the context.

Let E3 denote a three-dimensional Euclidean space, let a-b and a Ab denote
the Euclidean inner product and exterior product of a,b € E?, and let |a| =
va-a denote the Euclidean norm of a € E3. The space E? is endowed with
an orthonormal basis consisting of three vectors e =¢;. Let z; denote the
Cartesian coordinates of a point 7 € E® and let 9; := 9/07;.

In addition, let there be given a three-dimensional vector space in which
three vectors e’ = e; form a basis. This space will be identified with R3. Let x;
denote the coordinates of a point x € R? and let 9; := 9/0w;, 0ij == 82/8x18xj,
and 8ijk = 83/8%8%8%

Let there be given an open subset Q of E3 and assume that there exist an
open subset Q of R? and an injective mapping © : Q — E3 such that ©(Q) = Q.
Then each point T € Q can be unambiguously written as

T=0(x), e,

and the three coordinates z; of x are called the curvilinear coordinates of =
(Figure 1.1-1). Naturally, there are infinitely many ways of defining curvilinear
coordinates in a given open set (AZ, depending on how the open set {2 and the
mapping © are chosen!

Ezxamples of curvilinear coordinates include the well-known cylindrical and
spherical coordinates (Figure 1.1-2).

In a different, but equally important, approach, an open subset Q of R3
together with a mapping © : Q — E3 are instead a priori given.

If © € C°(Q; E?) and O is injective, the set Q= O(R) is open by the in-
variance of domain theorem (for a proof, see, e.g., Nirenberg [1974, Corollary 2,
p. 17] or Zeidler [1986, Section 16.4]), and curvilinear coordinates inside Q are
unambiguously defined in this case.
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Figure 1.1-1: Curvilinear coordinates and covariant bases in an open set Q CAES. The three
coordinates x1,z2,x3 of z € Q are the curvilinear coordinates of 7 = @(z) € Q. If the three
vectors g;(z) = 0;O(x) are linearly independent, they form the covariant basis at T = ©(x)
and they are tangent to the coordinate lines passing through Z.

Q
z
z

E3

o P

Figure 1.1-2: Two familiar examples of curvilinear coordinates. Let the mapping @ be
defined by
©: (p,p,2) €Q — (pcosy, psing, z) € E?.

Then (¢, p, z) are the cylindrical coordinates of T = O(yp, p, z). Note that (¢ + 2km, p, z) or
(¢ + m+ 2k, —p, z), k € Z, are also cylindrical coordinates of the same point Z and that ¢ is
not defined if Z is the origin of E3.

Let the mapping ® be defined by

® : (p,9,7) € Q — (rcoscosp,rcospsin g, rsiny) € E3.

Then (p,1,7) are the spherical coordinates of T = ©(p, 1, 7). Note that (¢ + 2km, ¥ + 247, 1)
or (¢ + 2km, ¢ + m + 24w, —r) are also spherical coordinates of the same point Z and that ¢
and ) are not defined if % is the origin of E3.

In both cases, the covariant basis at Z and the coordinate lines are represented with
self-explanatory notations.
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If © € C1(2; E?) and the three vectors 9;0(x) are linearly independent at all
x € €, the set Q is again open (for a proof, see, e.g., Schwartz [1992] or Zeidler
[1986, Section 16.4]), but curvilinear coordinates may be defined only locally in
this case: Given z € Q, all that can be asserted (by the local inversion theorem)
is the existence of an open neighborhood V of x in 2 such that the restriction
of ® to V is a Cl-diffeomorphism, hence an injection, of V onto @(V).

1.2 METRIC TENSOR
Let © be an open subset of R? and let
®=0¢:0-E°

be a mapping that is differentiable at a point x € Q. If dx is such that (z+dx) €
Q, then
Oz + dz) = O(x) + VO(z)dx + o(dx),

where the 3 x 3 matrix VO(z) and the column vector dx are defined by

001 0207 0360, 0x1
V@(:L’) = 81@2 82@2 83@2 (:L‘) and dx = 5332
0103 02,03 0303 Sz

Let the three vectors g,(x) € R? be defined by

0;0,
g;(x) == 0;09(x) = | ;02 | (x),
0,03

i.e., g,(x) is the i-th column vector of the matrix VO (z). Then the expansion
of ® about x may be also written as

O(x + dx) = O(z) + dz'g;(x) + o(dx).

If in particular dx is of the form dx = dte;, where §t € R and e; is one of
the basis vectors in R?, this relation reduces to

O(x + dte;) = O(x) + dtg;(x) + o(4t).

A mapping © : Q — E3? is an immersion at z € ( if it is differentiable
at z and the matrix VO(z) is invertible or, equivalently, if the three vectors
g;(x) = 0;0(x) are linearly independent.

Assume from now on in this section that the mapping © is an immersion
at . Then the three vectors g;(xz) constitute the covariant basis at the point
T = 0O(x).

In this case, the last relation thus shows that each vector g,(x) is tangent
to the i-th coordinate line passing through T = ©(x), defined as the image
by © of the points of 2 that lie on the line parallel to e; passing through =
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(there exist to and ¢; with ¢ty < 0 < ¢; such that the i-th coordinate line is
given by t € Jto,t1] — f;(t) := O(z + te;) in a neighborhood of Z; hence
Fi(0) = 9;0©(x) = g;(x)); see Figures 1.1-1 and 1.1-2.

Returning to a general increment dx = dz’e;, we also infer from the expan-
sion of ® about z that (recall that we use the summation convention):

|®(z + 6z) — O(2)* = 62" VO (2)" VO(2)dz + o|dz|?)
= oz'g,(z) ~gj(x)5xj +o(|6z|?).

Note that, here and subsequently, we use standard notations from matrix
algebra. For instance, dx7 stands for the transpose of the column vector dx
and VO(z)T designates the transpose of the matrix VO(z), the element at the
i-th row and j-th column of a matrix A is noted (A);, etc.

In other words, the principal part with respect to d« of the length between
the points O(z + dx) and O(x) is {dx'g,(x) ~gj(x)§xj}1/2. This observation
suggests to define a matrix (g;;(x)) of order three, by letting

9ij(x) = g;(x) - g;(z) = (VO(2)" VO(x)),;.

The elements g;;(x) of this symmetric matrix are called the covariant com-
ponents of the metric tensor at T = O(x).

Note that the matriz VO(z) is invertible and that the matriz (g;;(x)) is
positive definite, since the vectors g,(x) are assumed to be linearly independent.

The three vectors g;(z) being linearly independent, the nine relations

g'(x)-g,(x) = o,
unambiguously define three linearly independent vectors g'(z). To see this, let
a priori g'(x) = X"*(z)g,(x) in the relations g'(z) - g;(x) = (5; This gives
X (x)grj(x) = 0% consequently, X*(x) = g"*(z), where

(9" (@) = (gij(x) ™"
Hence g'(z) = g**(x)g,(x). These relations in turn imply that
g9'(x) - g’ () = (9" (2)gx(2)) - (9" (2)g,(2))
= g™ (2)g’ (x)ge(z) = g™ (2)d] = g (2),
and thus the vectors g'(x) are linearly independent since the matrix (g% (x)) is
positive definite. We would likewise establish that g,(z) = gi;(x)g” (z).

The three vectors g*(z) form the contravariant basis at the point 7 = ©(z)
and the elements g% (z) of the symmetric positive definite matrix (¢ (z)) are
the contravariant components of the metric tensor at T = O(x).

Let us record for convenience the fundamental relations that exist between
the vectors of the covariant and contravariant bases and the covariant and con-

travariant components of the metric tensor at a point x € ) where the mapping
©® is an immersion:

gij(x) = g;(x) - g;(x) and g¢"(z) = g'(z) - g’(2),
9:(z) = gij(x)g’ (x) and g'(z) = g"(x)g,(x).
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A mapping © : Q — E3 is an immersion if it is an immersion at each point
in Q, i.e., if © is differentiable in Q and the three vectors g,;(x) = 0;,0(x) are
linearly independent at each x € €.

If © : Q — E3 is an immersion, the vector fields g, : @ — R?® and g* :  — R3
respectively form the covariant, and contravariant bases.

To conclude this section, we briefly explain in what sense the components of
the “metric tensor” may be “covariant” or “contravariant”. o

Let Q and Q be two domains in R? and let © : Q — E3and ©® : Q — E?
be two C!-diffeomorphisms such that @(2) = ©(Q) and such that the vectors
g:(z) := 0;0(z) and g,(F) = 0;0©(Z) of the covariant bases at the same point
©(z) = O(F) € E? are lincarly independent. Let g'(z) and §'(Z) be the
vectors of the corresponding contravariant bases at the same point Z. A simple
computation then shows that

0(0) = 5 (2)3,(3) and g'(s) = F-@F @),

where x = (/) = ® ' oo € CHQ: Q) (hence 7 = x(z)) and ¥ = (V) :=
x~ ! echQ;0).

Let g;;(z) and g;;(Z) be the covariant components, and let g/ (z) and g (7)
be the contravariant components, of the metric tensor at the same point ©(z) =
©(%) € E3. Then a simple computation shows that

k ¢ ~i ~j
05(0) = G @) F (@0(@) and o7 (o) = S5 (0) T (07 7).

These formulas explain why the components g;;(z) and g% (z) are respec-
tively called “covariant” and “contravariant”: Fach index in g;;(z) “varies like”
that of the corresponding vector of the covariant basis under a change of curvi-
linear coordinates, while each exponent in g*(z) “varies like” that of the corre-
sponding vector of the contravariant basis.

Remark. What is exactly the “second-order tensor” hidden behind its covari-
ant components g;;(z) or its contravariant exponents g¢*(z) is beauti-
fully explained in the gentle introduction to tensors given by Antman [1995,
Chapter 11, Sections 1 to 3]; it is also shown in ibid. that the same “tensor”
also has “mixed” components gj-(a:), which turn out to be simply the Kronecker
symbols (5; O

In fact, analogous justifications apply as well to the components of all the
other “tensors” that will be introduced later on. Thus, for instance, the co-
variant components v;(x) and v;(z), and the contravariant components v’(z)
and ¥'(z) (both with self-explanatory notations), of a vector at the same point

O(z) = O(7) satisfy (cf. Section 1.4)

vi(@)g'(2) = T(D)g'(7) = v'(2)g;(2) = T (T)g; (D).
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It is then easily verified that

ox’
(9:@

_ X
~ o,

vi(@) = X (@) (@) and v'(2) = 2 @) (7).

In other words, the components v;(x) “vary like” the vectors g;(z) of the
covariant basis under a change of curvilinear coordinates, while the components
v'(z) of a vector “vary like” the vectors g'(x) of the contravariant basis. This
is why they are respectively called “covariant” and “contravariant”. A vector
is an example of a “first-order” tensor.

Likewise, it is easily checked that each exponent in the “contravariant” com-
ponents A% (z) of the three-dimensional elasticity tensor in curvilinear coor-
dinates introduced in Section 3.4 again “varies like” that of the corresponding
vector of the contravariant basis under a change of curvilinear coordinates.

Remark. See again Antman [1995, Chapter 11, Sections 1 to 3] to deci-
pher the “fourth-order tensor” hidden behind such contravariant components
AR (). O

Note, however, that we shall no longer provide such commentaries in the
sequel. We leave it instead to the reader to verify in each instance that any index
or exponent appearing in a component of a “tensor” indeed behaves according
to its nature.

The reader interested by such questions will find exhaustive treatments of
tensor analysis, particularly as regards its relevance to elasticity, in Boothby
[1975], Marsden & Hughes [1983, Chapter 1], or Simmonds [1994].

1.3 VOLUMES, AREAS, AND LENGTHS IN
CURVILINEAR COORDINATES

We now review fundamental formulas showing how wvolume, area, and length
elements at a point T = O(z) in the set Q = O(Q) can be expressed in terms
of the matrices VO(z), (gi;(z)), and matrix (g% (z)).

These formulas thus highlight the crucial réle played by the matrix (g;;(x))
for computing “metric” notions at the point = O(z). Indeed, the “metric
tensor” well deserves its name!

A domain in R%,d > 2, is a bounded, open, and connected subset D of R?
with a Lipschitz-continuous boundary, the set D being locally on one side of its
boundary. All relevant details needed here about domains are found in Necas
[1967] or Adams [1975].

Given a domain D C R3 with boundary T, we let dz denote the volume
element in D, dI' denote the area element along I', and n = n;e’ denote the
unit (n] = 1) outer normal vector along I (dI" is well defined and 7 is defined
dI'-almost everywhere since I' is assumed to be Lipschitz-continuous).

Note also that the assumptions made on the mapping © in the next theorem
guarantee that, if D is a domain in R? such that D C Q, then {D}~ C €,
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{®(D)}~ = ©(D), and the boundaries 8D of D and dD of D are related by
0D = ©(0D) (see, e.g., Ciarlet [1988, Theorem 1.2-8 and Example 1.7]).

If A is a square matrix, Cof A denotes the cofactor matriz of A. Thus
Cof A = (det A)A~T if A is invertible.

Theorem 1.3-1. Let (2 be an open subset of R3, let © : Q — E? be an injective
and smooth enough immersion, and let @ = O(Q).

(a) The volume element dZ at T = ©(z) € Q is given in terms of the volume
element dz at x € Q by

dZ = |det VO(z)|dz = v/g(x)dx, where g(z) := det(g;;(z)).

(b) Let D be a domain in R® such that D C Q. The area element dT'(Z) at
T = 0O(z) € 9D is given in terms of the area element dI'(z) at © € 9D by

dT(®) = | Cof VO(2)n(x)| AT (x) = \/g(x)y/ni(x)g" (x)n; (2) AT (),

where n(x) = n;(z)e’ denotes the unit outer normal vector at x € dD.
(c) The length element d¢(Z) at T = O(x) € §2 is given by

d(7) = {627 VO (2)T VO (2)dx} " = {sa'gs;(x)oai }'*

where dx = dx'e;.

Proof. The relation dz = |det VO(z)| dz between the volume elements
is well known. The second relation in (a) follows from the relation g(z) =
| det VO(x)|?, which itself follows from the relation (g;;(x)) = VO(z)TVO(z).

Indications about the proof of the relation between the area elements df(f)
and dI'(z) given in (b) are found in Ciarlet [1988, Theorem 1.7-1] (in this for-
mula, n(z) = n;(z)e’ is identified with the column vector in R? with n;(x) as
its components). Using the relations Cof (AT) = (Cof A)” and Cof(AB) =
(Cof A)(CofB), we next have:

| Cof VO (z)n(z)> = n(z)" Cof (VO(z)'VO(z))n(z)
= g(a)ni(2)g" (x)n; ().

Either expression of the length element given in (c) recalls that d?@) is
by definition the principal part with respect to dx = dz’e; of the length
|©(z + dx) — O(x)|, whose expression precisely led to the introduction of the
matrix (g;;(z)) in Section 1.2. O

The relations found in Theorem 1.3-1 are used in particular for computing
volumes, areas, and lengths inside () by means of integrals inside €2, i.e., in terms
of the curvilinear coordinates used in the open set Q (Figure 1.3-1):

Let D be a domain in R? such that D C €, let D := O(D), and let fe LY(D)

be given. Then
[ @)z = / (F o ©)(2) /(@) d.
D D
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Figure 1.3-1: Volume, area, and length elements in curvilinear coordinates. The elements
dz, dT(@), and d8(2) at 7 = ©(z) € Q are expressed in terms of dz, d'(z), and 8z at = € Q by
means of the covariant and contravariant components of the metric tensor; cf. Theorem 1.3-1.
Given a domain D such that D C Q and a dI’-measurable subset % of 8D, the corresponding
relations are used for computing the volume of D = ©(D) C Q, the area of ¥ = ©(X) C 4D,
and the length of a curve C = @(C) C €, where C = f(I) and I is a compact interval of R.

In particular, the volume of Dis given by

vol D ::/ﬁdfz/[)\/g(—x)dx.

Next, let T' := D, let & be a dT-measurable subset of T, let & := () C
9D, and let h € L*(X) be given. Then

[5@)d0E) = [ (o @)@)Vala)fma)g (@) ()l o)
b5 b
In particular, the area of S is given by

areal ;= /i dr'(z) = /z: Vg(x) \/ni(x)gij (x)n;(z)dl(z).

Finally, consider a curve C' = f(I) in 2, where I is a compact interval of R
and f = fieiA: I — Q is a smooth enough injective mapping. Then the length
of the curve C := ©(C) C  is given by

lengthC == /|—@ £)(t)|dt = /\/ )2{3()@.
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This relation shows in particular that the lengths of curves inside the open
set ©(Q) are precisely those induced by the Euclidean metric of the space E3.
For this reason, the set ©(2) is said to be isometrically imbedded in E3.

1.4 COVARIANT DERIVATIVES OF A VECTOR
FIELD

Suppose that a vector field is defined in an open subset Q of E3 by means of its
S ~i

Cartesian components v; : 0 — R, i.e., this field is defined by its values v;(z)e

at each ¥ € fAl, where the vectors €' constitute the orthonormal basis of E3; see
Figure 1.4-1.

Figure 1.4-1: A wector field in Cartesian coordinates. At each point Z € ﬁ, the vector
U;(Z)e" is defined by its Cartesian components ¥;(Z) over an orthonormal basis of E3 formed
by three vectors €’.

An example of a vector field in Cartesian coordinates is provided by the displacement field
of an elastic body with {Q}~ as its reference configuration; cf. Section 3.1.

Suppose now that the open set Q is equipped with curvilinear coordinates
from an open subset 2 of R3, by means of an injective mapping © : Q — E3
satisfying @(Q2) = Q.

How does one define appropriate components of the same vector field, but
this time in terms of these curvilinear coordinates? It turns out that the proper
way to do so consists in defining three functions v; :  — R by requiring that

(Figure 1.4-2)
vi(z)gi(x) := 0;(Z)e’ for all T = O(z), x € €,

where the three vectors g*(z) form the contravariant basis at T = ©(z) (Section
1.2). Using the relations g*(x) -g,(z) = 6;- and e’ -e; = 5;, we immediately find
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how the old and new components are related, viz.,

vi(2) = vi(2)g' (@) - g;(x) = B,(@)e" - g;(w),

The three components v;(z) are called the covariant components of the
vector v;(z)g’(r) at 7, and the three functions v; : @ — R defined in this
fashion are called the covariant components of the vector field v;g’ :
Q — ES3.

Suppose next that we wish to compute a partial derivative @-@(ﬂc\) at a point
T=0(z) € Q in terms of the partial derivatives vy, (x) and of the values vg(x)
(which are also expected to appear by virtue of the chain rule). Such a task is
required for example if we wish to write a system of partial differential equations
whose unknown is a vector field (such as the equations of nonlinear or linearized
elasticity) in terms of ad hoc curvilinear coordinates.

As we now show, carrying out such a transformation naturally leads to a
fundamental notion, that of covariant derivatives of a vector field.

Figure 1.4-2: A vector field in curvilinear coordinates. Let there be given a vector field
in Cartesian coordinates defined at each Z € Q by its Cartesian components ¥;(Z) over the
vectors €' (Figure 1.4-1). In curvilinear coordinates, the same vector field is defined at each
x € Q by its covariant components v;(x) over the contravariant basis vectors g*(z) in such a
way that v;(z)g’(z) = v;(%)e?, T = O(x).

An example of a vector field in curvilinear coordinates is provided by the displacement
field of an elastic body with {Q}~ = @(Q) as its reference configuration; cf. Section 3.2.

Theorem 1.4-1. Let Q be an open subset of R? and let ® : Q - E3 be an
injective immersion that is also a C*-diffeomorphism of Q onto Q = ©(Q).
Given a vector field v;€' : Q0 — R3 in Cartesian coordinates with components

v; € Cl(ﬁ), let v;g* : Q — R3 be the same field in curvilinear coordinates, i.e.,
that defined by

0 ()" = vi(x)g'(x) for all Z = O(z), = € Q.
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Then v; € CH(Q) and for all x € Q,

8;0:(2) = (vnelg™)ilg")y) (@), T = O(2),

where
vy = 0jv; — v, and T, := g” - 09,
and
[g" (@)1, := g’ (x) - &

denotes the i-th component of g'(x) over the basis {€1, €2, €3}.

Proof. The following convention holds throughout this proof: The simul-
taneous appearance of T and z in an equality means that they are related by
Z = ©(z) and that the equality in question holds for all z € Q.

~

(i) Another expression of [g*(x)]k = g'(z) - €.

Let O(z) = ©F(x)e), and @(E) = @i(f)ei, where © : Q — E? denotes the

inverse mapping of ® : Q — E3. Since ©(O(x)) = z for all z € , the chain
rule shows that the matrices VO(z) := (9;0%(z)) (the row index is k) and

VO(7) := (9:0' (%)) (the row index is i) satisfy

~

VO#)VO(z) =1,
or equivalently,

. iy . . 0,0 (x) A
0,0 (2)9;0" (z) = (al@l(f) 9,01(7) agef@)) 9,0%(x) | = .
8j@3(l‘)

The components of the above column vector being precisely those of the
vector g; (x), the components of the above row vector must be those of the
vector g'(z) since g’(x) is uniquely defined for each exponent i by the three
relations g*(z) - g;(z) = 03,7 = 1,2,3. Hence the k-th component of g*(x) over
the basis {€1, €3, €3} can be also expressed in terms of the inverse mapping (:),
as:

9" (@) = 0xO' (2).

(ii) The functions I'Y, := g7 - dug,, € CO().

We next compute the derivatives dpg?(x) (the fields g7 = ¢g9"g,. are of class
C! on Q since © is assumed to be of class C?). These derivatives will be needed
in (iii) for expressing the derivatives 5]@@) as functions of = (recall that w;(Z) =
ur(7)[g¥(x)];). Recalling that the vectors g¥(z) form a basis, we may write a
priort
eg’(w) = —T}(x)g" (),
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thereby unambiguously defining functions I'f, : & — R. To find their expres-
sions in terms of the mappings ® and ©®, we observe that

Iip(z) =T, (2)df" =T, (2)g™ () - gp(x) = —0ug"(x) - g1.(2).
Hence, noting that 0,(g%(z) - g, (z)) = 0 and [g?(x)], = gp(:)q(a?), we obtain
Iji(@) = 9%(2) - gy () = 0,07(2) 000" () = T, ().
R3

Since ® € C2(Q;E?) and © € C!({;
show that I'f, € C°(Q).

) by assumption, the last relations

(iii) The partial derivatives 81111( ) of the Cartesian components of the vector
field 5ie' € C1(Q;R3) are given at each T = O(x) € Q by

0;0;(@) = vie(2)[g" (2))ilg" ()],
where
vylje(z) = Opvi(x) — Ty (2)vg(2),
and [g"(z)]; and T}, (z) are defined as in (i) and (ii).
We compute the partial derivatives @@(ﬂc\) as functions of # by means of the

relation v;(Z) = vi(z)[g¥(x)];. To this end, we first note that a differentiable
function w : 2 — R satisfies

~

9;w(©(7)) = dew(x)d;0(@) = dyw(x)|g* (2)];,

by the chain rule and by (i). In particular then,

0,;0:(%) = D;01(©(@))[g" ()] + vq(2)0;[g*(O(@))];
= dpvn() g’ ()];19" (@)]; + vq () (Delg?(2)):) [ ()]
= (Bpvr(x) — T4 (2)vg(2) [g" (2))ilg" (2)];,

since 9pg?(z) = —T'},.(x)g"(z) by (ii). O

The functions
e — Deay. — TP
v = Ojvi —I%;0p

defined in Theorem 1.4-1 are called the first-order covariant derivatives of
the vector field v;g’ : Q — R3.

The functions

Ffj =g"-0ig j

are called the Christoffel symbols of the second kind (the Christoffel sym-
bols of the first kind are introduced in the next section).

The following result summarizes properties of covariant derivatives and Chri-
stoffel symbols that are constantly used.
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Theorem 1.4-2. Let the assumptions on the mapping ® : Q — E3 be as in
Theorem 1.4-1, and let there be given a vector field v;g* : Q — R? with covariant
components v; € C1(Q).
(a) The first-order covariant derivatives v;); € C°(2) of the vector field
v;g" 1 Q — R3, which are defined by
v|j = Ojv; — Tup, where T, := gP - 0ig;,
can be also defined by the relations
0j(vig') = vy;9" = viy; = {9;(veg")} - g,
(b) The Christoffel symbols T}, := gP-dig; = T'%; € C%(Q) satisfy the relations

0ig? = —T},g’ and 9;9, = T',g;.

Proof. Tt remains to verify that the covariant derivatives v;;, defined in
Theorem 1.4-1 by
viflj = Ojvi = Ty,

may be equivalently defined by the relations
8j(vigi) = 'Uilljgi-

These relations unambiguously define the functions v;); = {9;(vkg*)} - g; since
the vectors g* are linearly independent at all points of € by assumption. To
this end, we simply note that, by definition, the Christoffel symbols satisfy
0igP = —Ffjgj (cf. part (ii) of the proof of Theorem 1.4-1); hence

9;(vig) = (0jv:)g" +v:i0;g" = (0;v1)g" — vil'%,g" = vy;9"
To establish the other relations 9;g, = Fé»qgi, we note that

0=209;(g"-9,) = -T5,9" g, +9"-9j9,= —T}; + 9" - 0;g,.

Hence
0i9, = (9;9,-9")g, = T%,9,.
0

Remark. The Christoffel symbols I‘fj can be also defined solely in terms of
the components of the metric tensor; see the proof of Theorem 1.5-1. O

If the affine space E? is identified with R? and ©(x) = z for all # € Q, the
relation 9;(vig)(z) = (vy;9°)(x) reduces to ;(7;(Z)e’) = (9;0;())€". In this
sense, a covariant derivative of the first order constitutes a generalization of a
partial derivative of the first order in Cartesian coordinates.
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1.5 NECESSARY CONDITIONS SATISFIED BY THE
METRIC TENSOR; THE RIEMANN
CURVATURE TENSOR

It is remarkable that the components g;; = g;; : Q@ — R of the metric tensor of
an open set ©(Q) C E3 (Section 1.2), defined by a smooth enough immersion
® : Q — E3, cannot be arbitrary functions.

As shown in the next theorem, they must satisfy relations that take the
form:

Oilikg — Olijq + Ffjrkqp — T Tjgp =01in Q,

where the functions I';;, and Ffj have simple expressions in terms of the func-
tions g;; and of some of their partial derivatives (as shown in the next proof,
it so happens that the functions I‘fj as defined in Theorem 1.5-1 coincide with
the Christoffel symbols introduced in the previous section; this explains why
they are denoted by the same symbol). Note that, according to the rule gov-
erning Latin indices and exponents, these relations are meant to hold for all
Z”j? k7q 6 {1’27 3}'

Theorem 1.5-1. Let Q2 be an open set in R?, let © € C3(Q; E?) be an immer-
sion, and let
9ij = 87,(") . 836

denote the covariant components of the metric tensor of the set (). Let the
functions Tijq € C1(Q) and TY; € CH(Q) be defined by

1
Lijq = 5(99iq + 9i9iq — Da9ij),
I‘fj := gPT;j, where (g"?) := (g;;) "
Then, necessarily,

@Fikq — 8kl“ijq + Ffjl“kqp — kaqup =0in Q.

Proof. Let g; = 0;0. It is then immediately verified that the functions I';j4
are also given by

Lijq =0i9; -9,
For each z € Q, let the three vectors g/ (z) be defined by the relations g’(z) -
g;(z) = 5;. Since we also have g/ = g%g,, the last relations imply that I‘fj =
9;g; - g¥. Therefore,
0ig; =179,
since 0;g; = (9ig; - g7)g,- Differentiating the same relations yields
Oklijq = Oikg; - 94 + 0ig; - Orgy

so that the above relations together give
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Consequently,
azkgj : gq = ak]:‘ijq - Ffjrkqp
Since 8ikgj = 0;;9;,, we also have
919 - 94 = Ojlirg — T5.Tjgp,
and thus the required necessary conditions immediately follow. O

Remark. The vectors g, and g7 introduced above form the covariant and
contravariant bases and the functions ¢/ are the contravariant components of
the metric tensor (Section 1.2). O

As shown in the above proof, the necessary conditions Rg;;x = 0 thus sim-
ply constitute a re-writing of the relations dixg; = Okig; in the form of the
equivalent relations 0;xg; - g, = Okig; - 94-

The functions

1
Lijq = 5(83'91(1 + 0igjq — 949i5) = 0ig; - 94 = Ljiq

and
Ffj = gpqrijq = aigj -gP = F;;i

are the Christoffel symbols of the first, and second, kinds. We saw in
Section 1.4 that the Christoffel symbols of the second kind also naturally appear
in a different context (that of covariant differentiation).

Finally, the functions

Ryijie = 0jlikg — Oklijq + Ffjrkqp - kaqup

are the covariant components of the Riemann curvature tensor of the
set ©(€). The relations Rgi;x = 0 found in Theorem 1.4-1 thus express that
the Riemann curvature tensor of the set ©(2) (equipped with the metric tensor
with covariant components g;;) vanishes.

1.6 EXISTENCE OF AN IMMERSION DEFINED ON
AN OPEN SET IN R? WITH A PRESCRIBED
METRIC TENSOR

Let M3,S3, and S? denote the sets of all square matrices of order three, of
all symmetric matrices of order three, and of all symmetric positive definite
matrices of order three.

As in Section 1.2, the matrix representing the Fréchet derivative at z € 2 of
a differentiable mapping © = (0y) :  — E? is denoted

VO(z) := (0;0,(x)) € M?,
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where ¢ is the row index and j the column index (equivalently, VO(x) is the
matrix of order three whose j-th column vector is 0,0).

So far, we have considered that we are given an open set Q2 C R3 and a
smooth enough immersion © : Q — E3, thus allowing us to define a matrix field

C=(g;)=VO'VO:Q—53,

where g;; : £ — R are the covariant components of the metric tensor of the
open set ©(Q) C E3.

We now turn to the reciprocal questions:

Given an open subset 2 of R? and a smooth enough matrix field C = (g;) :
Q) — S, when is C the metric tensor field of an open set ©(Q) C E3? Equiva-
lently, when does there exist an immersion © :  — E3 such that

c=ve've inQ,
or equivalently, such that
9ij = 816 . 8](") in Q7

If such an immersion exists, to what extent is it unique?
The answers are remarkably simple: If Q is simply-connected, the necessary
conditions
9ilikg — OkLijq + F?jrkqp — T T =0in Q

found in Theorem 1.7-1 are also sufficient for the existence of such an immer-
sion. If Q) is connected, this immersion is unique up to isometries in E3.

Whether the immersion found in this fashion is globally injective is a different
issue, which accordingly should be resolved by different means.

This result comprises two essentially distinct parts, a global existence result
(Theorem 1.6-1) and a uniqueness result (Theorem 1.7-1). Note that these two
results are established under different assumptions on the set Q) and on the
smoothness of the field (g;;).

In order to put these results in a wider perspective, let us make a brief
incursion into Riemannian Geometry. For detailed treatments, see classic texts
such as Choquet-Bruhat, de Witt-Morette & Dillard-Bleick [1977], Marsden &
Hughes [1983], Berger [2003], or Gallot, Hulin & Lafontaine [2004].

Considered as a three-dimensional manifold, an open set Q C R3 equipped
with an immersion ® : Q — E3 becomes an example of a Riemannian manifold
(25 (g45)), i-e., a manifold, the set (2, equipped with a Riemannian metric, the
symmetric positive-definite matrix field (g;;) : @ — S2 defined in this case by
9ij = 0;0-0;0 in ). More generally, a Riemannian metric on a manifold
is a twice covariant, symmetric, positive-definite tensor field acting on vectors
in the tangent spaces to the manifold (these tangent spaces coincide with R? in
the present instance).

This particular Riemannian manifold (€2;(gi;)) possesses the remarkable
property that its metric is the same as that of the surrounding space E3. More
specifically, (2; (gi;)) is isometrically immersed in the Euclidean space E?,
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in the sense that there exists an immersion © : Q — E? that satisfies the rela-
tions g;; = 0;© - 0;0. Equivalently, the length of any curve in the Riemannian
manifold (£2; (g;;)) is the same as the length of its image by © in the Euclidean
space E? (see Theorem 1.3-1).

The first question above can thus be rephrased as follows: Given an open
subset Q of R® and a positive-definite matriz field (gi;) : Q@ — S2, when is
the Riemannian manifold (€ (gi;)) flat, in the sense that it can be locally
isometrically immersed in a Euclidean space of the same dimension (three)?

The answer to this question can then be rephrased as follows (compare with
the statement of Theorem 1.6-1 below): Let 2 be a simply-connected open subset
of R3. Then a Riemannian manifold (2; (g;;)) with a Riemannian metric (gi;)
of class C? in ) is flat if and only if its Riemannian curvature tensor vanishes
in Q. Recast as such, this result becomes a special case of the fundamental
theorem on flat Riemannian manifolds, which holds for a general finite-
dimensional Riemannian manifold.

The answer to the second question, viz., the issue of uniqueness, can be
rephrased as follows (compare with the statement of Theorem 1.7-1 in the next
section): Let Q be a connected open subset of R®. Then the isometric immersions
of a flat Riemannian manifold (Q; (gij)) into a Buclidean space E® are unique
up to isometries of E3. Recast as such, this result likewise becomes a special
case of the so-called rigidity theorem; cf. Section 1.7.

Recast as such, these two theorems together constitute a special case (that
where the dimensions of the manifold and of the Euclidean space are both equal
to three) of the fundamental theorem of Riemannian Geometry. This
theorem addresses the same existence and uniqueness questions in the more
general setting where  is replaced by a p-dimensional manifold and E? is re-
placed by a (p + g)-dimensional Euclidean space (the “fundamental theorem of
surface theory”, established in Sections 2.8 and 2.9, constitutes another impor-
tant special case). When the p-dimensional manifold is an open subset of RPT4,
an outline of a self-contained proof is given in Szopos [2005].

Another fascinating question (which will not be addressed here) is the follow-
ing: Given again an open subset 2 of R? equipped with a symmetric, positive-
definite matrix field (gi;) : @ — S3, assume this time that the Riemannian
manifold (;(gi;)) is no longer flat, i.e., its Riemannian curvature tensor no
longer vanishes in Q. Can such a Riemannian manifold still be isometrically
immersed, but this time in a higher-dimensional Euclidean space? Equivalently,
does there exist a Euclidean space E? with d > 3 and does there exist an
immersion © : Q — E? such that gij = 0;© - 0;0 in Q7

The answer is yes, according to the following beautiful Nash theorem, so
named after Nash [1954]: Any p-dimensional Riemannian manifold equipped
with a continuous metric can be isometrically immersed in a Fuclidean space
of dimension 2p with an immersion of class C'; it can also be isometrically
immersed in a Euclidean space of dimension (2p + 1) with a globally injective
immersion of class C*.

Let us now humbly return to the question of existence raised at the beginning
of this section, i.e., when the manifold is an open set in R3.
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Theorem 1.6-1. Let  be a connected and simply-connected open set in R3
and let C = (g;j) € C?(;S2) be a matriz field that satisfies

Ryiji = 0ilikg — Oxl'sjq + Ffjrkq,, - karjqp =0in Q,
where
Lijq = %(@'giq + 9i9jq — 949i5),
I‘fj = gPT;q with (gP) := (gij)*l.

Then there exists an immersion © € C3(Q; E3) such that

Cc=velve in O

Proof. The proof relies on a simple, yet crucial, observation. When a smooth
enough immersion ® = (0;) : 2 — E? is a priori given (as it was so far), its
components O, satisfy the relations 0;;0, = I‘fj(?‘p@g, which are nothing but
another way of writing the relations 09;g; = Ffjgp (see the proof of Theorem

1.5-1). This observation thus suggests to begin by solving (see part (ii)) the
system of partial differential equations

&ng = Pijzp n Q,

whose solutions Fy; : @ — R then constitute natural candidates for the partial
derivatives 9;0, of the unknown immersion © = (0;) : 2 — E? (see part (iii)).

To begin with, we establish in (i) relations that will in turn allow us to
re-write the sufficient conditions

0jLikg = Oklijq + T3 Thgp — T Tjgp = 0 in ©

in a slightly different form, more appropriate for the existence result of part (ii).
Note that the positive definiteness of the symmetric matrices (g;;) is not needed
for this purpose.

(i) Let Q be an open subset of R® and let there be given a field (gi;) €
C%(;S?) of symmetric invertible matrices. The functions Tijg, Y5, and g*?
being defined by

1 _
[ijq = i(ajgiq + 0igjq — 0q9ij),  Th = g"Tijq,  (g") == (9i) ",
define the functions

Rgijic = 0jTikg — Oklijq + T7;Tkgp — T Ljgp,

REy = 0T, — 0Ly, + I‘f,ﬁ?e - Ffjrie-
Then

P _ P4 .. J— P
Riie = 97 Ryiji and Rgijr = Ipa Lt
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Using the relations
Ljqe + Tejq = 05940 and Digg = gqﬁrfka

which themselves follow from the definitions of the functions I';;, and T}, and
noting that
(97105940 + 9400;9") = 0;(9"gqe) = 0,
we obtain
9" (0T ing — TigLjgr) = 0;1, — Ting0i9™ — kagpq(aqué —Tujq)
=0Ty, + karé)z — T53.(9710; 94t + 94003 g™
¢
- 8jF§k + Fikré')l'
Likewise,

9" (0T ijq — T Thgr) = OKTY; — riry,

and thus the relations Rﬂjk = gP9Rgji are established. The relations Ry, =
Gpg R, ;i are clearly equivalent to these ones.
We next establish the existence of solutions to the system

&sz = F%sz in Q.

(i) Let Q be a connected and simply-connected open subset of R® and let
there be given functions I‘fj = I‘?i € C1(Q) satisfying the relations

0;T%, — 0k T, + T, I, — T TT, =0 in ©,

(2

which are equivalent to the relations
9jlikg — O Lijq + Ffjrkqp T Tjgp =0in Q,

by part (i).

Let a point 2° € Q and a matriz (Ffj) € M3 be given. Then there exists one,
and only one, field (Fy;) € C*(;M3) that satisfies

87;ng($) = FZ(J?)F@I,(J?), x € €,
Fyj(2%) = Fy).

Let 2! be an arbitrary point in the set Q, distinct from z°. Since Q is
connected, there exists a path v = (v') € C([0,1];R?) joining 2° to z* in Q;
this means that

~(0) = 2°, v(1) = 2!, and v(t) € Q for all 0 < ¢t < 1.

Assume that a matrix field (F;) € C*(Q; M?) satisfies 9; Fy;(z) = LY (2) Fop(2),
z € Q. Then, for each integer £ € {1,2,3}, the three functions ¢; € C*([0,1])
defined by (for simplicity, the dependence on ¢ is dropped)

G(t) :== Foj(v(1), 0 <t <1,
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satisfy the following Cauchy problem for a linear system of three ordinary dif-
ferential equations with respect to three unknowns:

%(t) = Pfj('y(t))d(;: (£)C,(t), 0< t< 1,
¢ (0) = ¢,

where the initial values Q) are given by
0._ 10
G = Fyj.

Note in passing that the three Cauchy problems obtained by letting £ = 1,2,
or 3 only differ by their initial values Cﬁ)

It is well known that a Cauchy problem of the form (with self-explanatory
notations)

%(t) —A()C(), 0<t <1,
¢(0) = ¢’

has one and only one solution ¢ € C1([0,1];R3) if A € C°([0,1]; M?3) (see, e.g.,
Schwartz [1992, Theorem 4.3.1, p. 388]). Hence each one of the three Cauchy
problems has one and only one solution.

Incidentally, this result already shows that, if it exists, the unknown field
(Fyj) is unique.

In order that the three values ¢;(1) found by solving the above Cauchy
problem for a given integer ¢ € {1, 2,3} be acceptable candidates for the three
unknown values Fy;(z!), they must be of course independent of the path chosen
for joining 20 to x?.

So, let v, € C1([0,1];R3) and v, € C([0,1];R3) be two paths joining z°
to ! in Q. The open set Q being simply-connected, there exists a homotopy
G = (GY) :[0,1] x [0,1] — R3 joining v, to v, in Q, i.e., such that

G(,0) =7y, G(,1) =7, G(t,\) e Qforall 0 <t <1,0< A <1,
G(0,)) = 2% and G(1,\) =zt for all 0 < A < 1,
and smooth enough in the sense that
0 /0G d (0G
1 .3 O (9= _ 9 (O 0 .3
G € C'([0,1] x [0,1];R?) and &s(m) 8>\( 8t) € €([0,1] x [0, 1]; R3).
Let ¢(-,A) = (¢ (-, ) € C(]0,1]; R?) denote for each 0 < A < 1 the solution
of the Cauchy problem corresponding to the path G(-, \) joining 2° to 2. We
thus have
, i
%(m\) = I‘%(G(t,)\))%(t,)\)gp(t, Aforall0<¢<1,0<A<1,
Gi(0,A) =¢J forall 0 < A < 1.
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Our objective is to show that

9

o\

as this relation will imply that ¢;(1,0) = (;(1,1), as desired. For this purpose,
a direct differentiation shows that, for all 0 <t <1,0< A <1,

(LA)=0forall0 <A <1,

910G . by 9GEOGT oG , 0G!
8/\(81&) T g + O o 5 5 C”m( ot ) 7ol
where
0 Ly, 0GH
7N T Ty

oI, etc., stand for

on the one hand (in the relations above and below, T'Y, 4>

7,_]7
I (G( ), kT (G ), ete.).
On the other hand, a direct differentiation of the equation defining the func-
tions o; shows that, for all 0 <¢ < 1,0 <\ <1,

9 (0GY\ 8UJ » q 9¢ oG"?
5(5) = 5 {M’W at G+ T, 815}8)\ C”at(ax)
oG p OG
But 5 = v 5 (p, so that we also have

9N o 1 oy 0GTOGE oG
(8/\) =75 Ol + TG 5 x Cpat( 8)\)

0 a¢;
Hence, subtracting the above relations and noting that — B ( aij ) =5 (a—g)z)

9 10G" d (0G" . .
and ﬁ( 5 ) = E( B ) by assumption, we infer that
Jo; P 4 T 4 p OG* 0G" g 0G"
T +{0: F — oLy + T, — T o>t o ot Fijwaq = 0.
The assumed syminetries Fp = Fp combined with the assumed relations

;T 8kI‘p + I‘EkI‘ — T sz =0 in  show that

(‘M‘kj — 8k1‘fj + F%jf‘fq ngl—‘iq =0,

on the one hand. On the other hand,

e aG* _
3 (0:2) = T (G(0,2)6, (0, 1) —5=(0,4) = 0

since C?(O,)\) = C;) and G(0,\) = 20 for all 0 < A < 1. Therefore, for any
fized value of the parameter A € [0, 1], each function o, (-, A) satisfies a Cauchy
problem for an ordinary differential equation, viz.,

do; — 19 ot
dt (ta >‘) - Fij (G(ta A)) ot

Uj(O,)\) =0.

O'j(O7 )\)

(t, N)og(t, ), 0< t < 1,
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But the solution of such a Cauchy problem is unique; hence o;(t, A) = 0 for
all 0 <t < 1. In particular then,

¢ oGk
73(13) = 2 (1,2) = T, (G (1L NG (1Y) G (1,3)
=0forall0 <A<,
¢ . 1
and thus 5(1,)\) =0forall 0 <A <1, since G(1,\) =z forall0 < A< 1.

For each integer ¢, we may thus unambiguously define a vector field (Fy;) :
Q — R3 by letting
Fyj(2') := ¢;(1) for any 2 € Q,

where v € C1([0,1];R3) is any path joining 2° to ! in Q and the vector field
(¢;) € C(]0,1]) is the solution to the Cauchy problem

S (1) = I, (y () ()60, 0 < £ < 1,
G(0) =,

corresponding to such a path.

To establish that such a vector field is indeed the ¢-th row-vector field of the
unknown matrix field we are seeking, we need to show that (ng)?zl € CHO;R?)
and that this field does satisfy the partial differential equations 0;Fy; = F%sz
in Q corresponding to the fixed integer ¢ used in the above Cauchy problem.

Let x be an arbitrary point in Q and let the integer ¢ € {1, 2,3} be fized in
what follows. Then there exist 2! € Q, a path v € C1([0, 1]; R?) joining z° to
x!, 7 €]0,1[, and an open interval I C [0, 1] containing 7 such that

Y(t)=x+(t—7)e; fort €I,
where e; is the i-th basis vector in R?. Since each function ¢; is continuously dif-
dy?
dt

ferentiable in [0, 1] and satisfies %(t) =T7,(v(1))

we have

(t)p(t) for all 0 < ¢ <1,
G0 = G() + (6= D)) +olt —7)
= G(7T) + (t = I (v(7))Gp(7) + o(t — 7)
for all t € I. Equivalently,
Foj(x + (t = 7)ei) = Fij(x) + (t — 7)I5; () Fop() + o(t — ).

This relation shows that each function Fy; possesses partial derivatives in
the set €, given at each x € Q by

OiFup(z) = Ffj () Fip ().
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Consequently, the matrix field (Fy;) is of class C! in 2 (its partial derivatives are
continuous in ) and it satisfies the partial differential equations 0;Fy; = I‘ijgp
in , as desired. Differentiating these equations shows that the matrix field
(Fyj) is in fact of class C? in (.

In order to conclude the proof of the theorem, it remains to adequately
choose the initial values onj at 20 in step (ii).

(iii) Let Q be a connected and simply-connected open subset of R® and let
(9ij) € C?(%;S2) be a matriz field satisfying

@Fikq — 8}€Fijq + Ffjl“kqp — kaqup =01in Q,

the functions T';jq, T

ij» and gl being defined by

1 _
Dijq := 5(039iq + 0igjq = 049i5): - T = 9" Tije, - (97) = (935) g

Given an arbitrary point z° € Q, let (onj) € S2 denote the square root of
the matriz (g;) = (gi; (xo)) €s3.
Let (Fyj) € C?(S1;M3) denote the solution to the corresponding system

0iFuj(z) = T} (x)Fop(x), x € Q,
Fuj(2°) = Fy,

which exists and is unique by parts (i) and (ii). Then there exists an immersion
O = (0y) € C3(% E?) such that

8j@g = ng and 9ij = 8i® . 8j@ in Q.
To begin with, we show that the three vector fields defined by
g; = (Fij)im € C*((R?)
satisfy
g;°9; = gij in Q.
To this end, we note that, by construction, these fields satisfy
9ig; =T},g, in Q,
g,(«") = g},
where g(; is the j-th column vector of the matrix (F, Ej) € S3. Hence the matrix
field (g, - g;) € C*(€; M?) satisfies
O(g:-9;) = T%5(9m - 9i) + (g, - g;5) In ©,
(9 -9;)(=") = g
The definitions of the functions I';;, and Ffj imply that

Okgij = Likj + Tjii and Tyjg = gpgTy;
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Hence the matrix field (g;;) € C?(£%;S2) satisfies

Okgij = Ui gmi + Thigms in €,
9i5(2°) = g3}

Viewed as a system of partial differential equations, together with initial
values at z¥, with respect to the matrix field (g;;) : @ — M3, the above system
can have at most one solution in the space C%(Q; M?).

To see this, let 2! € Q be distinct from 2° and let v € C*([0, 1];R?) be any
path joining 2% to x! in 2, as in part (ii). Then the nine functions g;;(~v(t)),
0 < t < 1, satisfy a Cauchy problem for a linear system of nine ordinary
differential equations and this system has at most one solution.

An inspection of the two above systems therefore shows that their solutions
are identical, i.e., that g, - g; = gij.

It remains to show that there exists an immersion © € C3(Q; E3) such that

87,@ =g; in Q,

where g; := (Fy;)5_,-
Since the functions T}, satisfy I'}; = T';, any solution (Fy;) € C*(Q;M?) of
the system

0iFyj(z) = T} (x)Fep(x), x € Q,
Fuj(2°) = Fy

satisfies
&sz = aij‘ in Q.

The open set 2 being simply-connected, Poincaré’s lemma (for a proof, see,
e.g., Flanders [1989], Schwartz [1992, Vol. 2, Theorem 59 and Corollary 1,
p. 234-235], or Spivak [1999]) shows that, for each integer ¢, there exists a
function ©, € C3(2) such that

0,0y = Fp; in €,
or, equivalently, such that the mapping © := (©,) € C3(; E?) satisfies
87,@ =g; in Q.

That © is an immersion follows from the assumed invertibility of the matrices
(gij)- The proof is thus complete. 0

Remarks. (1) The assumptions
O;T, — Ok T, + T, I%, —T5,T7, = 0 in Q,

made in part (ii) on the functions I'}; = I'}; are thus sufficient conditions for
the equations 0;Fp; = Fijgp in © to have solutions. Conversely, a simple
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computation shows that they are also mecessary conditions, simply expressing
that, if these equations have a solution, then necessarily 0;;Fy; = O Fy; in €2
It is no surprise that these necessary conditions are of the same nature as
those of Theorem 1.5-1, viz., dixg; = 0;jg, in .
(2) The assumed positive definiteness of the matrices (g;;) is used only in
part (iii), for defining ad hoc initial vectors g?. O

The definitions of the functions I‘fj and I';j4 imply that the functions
Rgiji = 0;Tirg — Tijq + T3 Thgp — T Ligp
satisfy, for all 4, 5, k, p,

Ryijr = Rjkgi = —Rgirj,
quijOifj:k‘orq:i.

These relations in turn imply that the eighty-one sufficient conditions
Rgijk =01in Q for all 4,7, k,q € {1, 2,3},
are satisfied if and only if the siz relations
Ri212 = Ri213 = Ri223 = Ri1313 = Ri323 = Ra323 = 0 in 2

are satisfied (as is immediately verified, there are other sets of six relations that
will suffice as well, again owing to the relations satisfied by the functions R
for all 4, 7, k, q).

To conclude, we briefly review various extensions of the fundamental exis-
tence result of Theorem 1.6-1. First, a quick look at its proof reveals that it
holds verbatim in any dimension d > 2, i.e., with R? replaced by R¢ and E? by
a d-dimensional Euclidean space E?. This extension only demands that Latin

indices and exponents now range in the set {1,2,...,d} and that the sets of ma-
trices M3, S3, and S, be replaced by their d-dimensional counterparts M¢, S%,
and S‘i.

The regularity assumptions on the components g;; of the symmetric positive
definite matrix field C = (g;;) made in Theorem 1.6-1, viz., that g;; € C*(Q),
can be significantly weakened. More specifically, C. Mardare [2003] has shown
that the existence theorem still holds if g;; € C*(9), with a resulting mapping ©
in the space C2(Q; EY). Then S. Mardare [2004] has shown that the existence
theorem still holds if g;; € WQ’OO(Q), with a resulting mapping © in the space

loc

WZ’OO(Q; E?). As expected, the sufficient conditions Rg;jr = 0 in Q of Theorem

loc
1.6-1 are then assumed to hold only in the sense of distributions, viz., as

/Q{_Fikqaﬁp + LijqOkp + Ffjrkqpso - karqup} dz =0
for all p € D(Q).

The existence result has also been extended “up to the boundary of the set Q"
by Ciarlet & C. Mardare [2004a]. More specifically, assume that the set
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satisfies the “geodesic property” (in effect, a mild smoothness assumption on
the boundary 99, satisfied in particular if 99 is Lipschitz-continuous) and that
the functions g;; and their partial derivatives of order < 2 can be extended by
continuity to the closure Q, the symmetric matrix field extended in this fashion
remaining positive-definite over the set Q. Then the immersion © and its partial
derivatives of order < 3 can be also extended by continuity to Q.

Ciarlet & C. Mardare [2004a] have also shown that, if in addition the geodesic
distance is equivalent to the Euclidean distance on € (a property stronger than
the “geodesic property”, but again satisfied if the boundary 02 is Lipschitz-
continuous), then a matrix field (g;;) € C?(Q;S”) with a Riemann curvature
tensor vanishing in §2 can be extended to a matrix field (g;;) € C? (€ SZ) defined
on a connected open set Q containing  and whose Riemann curvature tensor
still vanishes in 2. This result relies on the existence of continuous extensions
to Q of the immersion © and its partial derivatives of order < 3 and on a deep
extension theorem of Whitney [1934].

1.7 UNIQUENESS UP TO ISOMETRIES OF
IMMERSIONS WITH THE SAME METRIC
TENSOR

In Section 1.6, we have established the existence of an immersion © : Q C R? —
E3 giving rise to a set @(Q2) with a prescribed metric tensor, provided the given
metric tensor field satisfies ad hoc sufficient conditions. We now turn to the
question of uniqueness of such immersions.

This uniqueness result is the object of the next theorem, aptly called a
rigidity theorem in view of its geometrical interpretation: It asserts that,
if two immersions ® € C1(;E3) and ©® € C}(Q; E?) share the same metric
tensor field, then the set ©(Q) is obtained by subjecting the set (:)(Q) either
to a rotation (represented by an orthogonal matrix Q with det Q = 1), or to a
symmetry with respect to a plane followed by a rotation (together represented
by an orthogonal matrix Q with det Q = —1), then by subjecting the rotated
set to a translation (represented by a vector ¢).

The terminology “rigidity theorem” reflects that such a geometric transfor-
mation indeed corresponds to the idea of a “rigid transformation” of the set
O(f) (provided a symmetry is included in this definition).

Let @2 denote the set of all orthogonal matrices of order three.

Theorem 1.7-1. Let §2 be a connected open subset of R® and let ©® € C1(Q; E?)
and © € C*(Q; E?) be two immersions such that their associated metric tensors
satisfy
~T  ~
ve’'ve =ve Ve in Q.

Then there exist a vector ¢ € E? and an orthogonal matriz Q € Q3 such

that _
O(z) = c+ QO(x) for all z € Q.
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Proof. For convenience, the three-dimensional vector space R3 is identified
throughout this proof with the Euclidean space E3. In particular then, R? inherits
the inner product and norm of E3. The spectral norm of a matrix A € M? is
denoted

|A| := sup{|Ab|; b € R, |b] = 1},

To begin with, we consider the special case where ©:0 - E® =R3is
the identity mapping. The issue of uniqueness reduces in this case to finding
© € CH( E?) such that

VO(2)'VO(z) =1 for all z € Q.

Parts (i) to (iii) are devoted to solving these equations.

(i) We first establish that a mapping ® € C*(Q; E?) that satisfies
VO(2)TVO(z) =TIforall z € Q

is locally an isometry: Given any point x° € , there exists an open neighborhood
V of 2° contained in Q0 such that

|©(y) — O(z)| = |y — z| for all z,y € V.

Let B be an open ball centered at 2° and contained in . Since the set B is
convex, the mean-value theorem (for a proof, see, e.g., Schwartz [1992]) can be
applied. It shows that

©(y) — ©(z)| < sup |VO(z)||ly — x| for all x,y € B.

z€lm,y|
Since the spectral norm of an orthogonal matrix is one, we thus have
©(y) — O(z)| < |y — 2| for all z,y € B.

Since the matrix VO (z?) is invertible, the local inversion theorem (for a
proof, see, e.g., Schwartz [1992]) shows that there exist an open neighborhood
V of 20 contained in  and an open neighborhood V of ©(z°) in E3 such that
the restriction of ® to V is a C'-diffeomorphism from V onto V. Besides, there
is no loss of generality in assuming that V is contained in B and that V is
convex (to see this, apply the local inversion theorem first to the restriction of
® to B, thus producing a “first” neighborhood V' of 2° contained in B, then to
the restriction of the inverse mapping obtained in this fashion to an open ball
V centered at ©(z°) and contained in @(V")).

Let © ' : V — V denote the inverse mapping of @ : V — V. The chain
rule applied to the relation ® (@ (z)) = z for all z € V then shows that

VO '(#)=VO(z) ! forall 7= O(z),z € V.
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The matrix 6@71@) being thus orthogonal for all T € ‘A/, the mean-value
theorem applied in the convex set V shows that

@ ') -0 '@ < |[j—7| forall 7,5 € V,
or equivalently, that
ly — 2| < |®(y) — O(x)| for all z,y € V.

The restriction of the mapping © to the open neighborhood V of x° is thus
an isometry.

(ii) We next establish that, if a mapping © € C1(2; E3) is locally an isome-
try, in the sense that, given any z° € Q, there exists an open neighborhood V
of 2% contained in © such that |@(y) — O (z)| = |y — x| for all x,y € V, then its
derivative is locally constant, in the sense that

VO(r) =VO(2°) forallz € V.

The set V' being that found in (i), let the differentiable function F': V xV —
R be defined for all z = (z,) € V and all y = (y,) € V by

Fz,y) = (Oe(y) — Ou(2))(Oe(y) — Ou(x)) — (ye — 2e)(ye — we)-

Then F(z,y) =0 for all z,y € V by (i). Hence

Gi(w,y) 10F _ 00y

= 2y @) = G- (Oy) — Oe(a)) = dielys —2e) = 0

for all z,y € V. For a fixed y € V, each function G;(-,y) : V — R is differen-
tiable and its derivative vanishes. Consequently,

0G;
8xi

_865( )@
oy ) 0a;

(x,y) =

() +d;;j=0forall z,y €V,

or equivalently, in matrix form,
VO (y)'VO(x) =1 for all z,y € V.
Letting y = 2% in this relation shows that

VO(z) = VO(z?) for all x € V.

(iii) By (ii), the mapping VO : Q — M? is differentiable and its derivative
vanishes in €. Therefore the mapping ® : Q — E3 is twice differentiable and
its second Fréchet derivative vanishes in 2. The open set Q being connected,
a classical result from differential calculus (see, e.g., Schwartz [1992, Theorem
3.7.10]) shows that the mapping © is affine in , i.e., that there exists a vector
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c € E? and a matrix Q € M? such that (the notation ox designates the column
vector with components x;)

O(z) = ¢+ Qox for all z € Q.

Since Q = VO(2°) and VO (2°)TVO(2") = I by assumption, the matrix
Q is orthogonal.

(iv) We now consider the general equations g;; = g;; in €, noting that they
also read B B
VO(x)'VO(z) = VO (2)"VO(x) for all z € Q.

Given any point z° € €, let the neighborhoods V of x° and V of ()
and the mapping © ! : V — V be defined as in part (i) (by assumption, the
mapping © is an immersion; hence the matrix VO (z?) is invertible).

Consider the composite mapping

» —000 'V - E3

Clearly, ® € Cl(‘//\'; E?) and
V&(F) = VO(z)VO ()
=VO(x)VO(z) ! forall 7 =0O(z),z € V.
Hence the assumed relations
VO(2)"VO(z) = VO(z)'VO(z) for all z € Q

imply that L R
Vo) 'Ve@)=IforalzeV.

By parts (i) to (iii), there thus exist a vector ¢ € R? and a matrix Q € 03
such that

~

®(7) =O(z) =c+ QO(z) for all T = O(xz),z € V,

hence such that

[

(z) == VO@)VO(x) ' =Qforall z € V.

The continuous mapping Z : V — M? defined in this fashion is thus locally
constant in €. As in part (iii), we conclude from the assumed connectedness of
Q that the mapping Z is constant in 2. Thus the proof is complete. O

An isometry of E? is a mapping J : E*> — E? of the form J(z) = ¢+ Q oz
for all z € E3, with ¢ € E3 and Q € Q3 (an analogous definition holds verbatim
in any Euclidean space of dimension d > 2). Clearly, an isometry preserves
distances in the sense that

[J(y) = J(x)| = |y — | for all z,y € Q.
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Remarkably, the converse is also true, according to the classical Mazur-
Ulam theorem, which asserts the following: Let Q be a connected subset in
R?, and let © : Q — R? be a mapping that satisfies

©(y) — O(z)| = |y — z| for all z,y € Q.

Then © is an isometry of RY.

Parts (ii) and (iii) of the above proof thus provide a proof of this theorem
under the additional assumption that the mapping © is of class C! (the extension
from R? to RY is trivial).

In Theorem 1.7-1, the special case where @® is the identity mapping of R3
identified with E? is the classical Liouville theorem. This theorem thus asserts
that if a mapping © € C1 (Y, E3) is such that VO(x) € Q3 for all x € Q, where
Q is an open connected subset of R?, then © is an isometry.

Two mappings © € C}(Q; E?) and © € C1(Q; E3) are said to be isometri-
cally equivalent if there exist ¢ € E3 and Q € 0 such that ® = ¢ + Q(:) in
(1, i.e., such that ® = J 0 ©, where J is an isometry of E3. Theorem 1.7-1 thus
asserts that two immersions ® € C*(Q; E?) and © € C*(Q; E?) share the same
metric tensor field over an open connected subset Q of R? if and only if they are
isometrically equivalent.

Remark. In terms of covariant components g;; of metric tensors, parts (i)
to (iil) of the above proof provide the solution to the equations g;; = d;; in €,
while part (iv) provides the solution to the equations g;; = 9,0 - 8j(:) in Q,
where © € C'(€; E?) is a given immersion. O

While the immersions ® found in Theorem 1.6-1 are thus only defined up to
isometries in E3, they become uniquely determined if they are required to satisfy
ad hoc additional conditions, according to the following corollary to Theorems
1.6-1 and 1.7-1.

Theorem 1.7-2. Let the assumptions on the set Q and on the matriz field C
be as in Theorem 1.6-1, let a point xo € Q be given, and let Fy € M? be any
matriz that satisfies

FIFy = C(z).
Then there exists one and only one immersion ® € C3(Q; E?) that satisfies

VO (r)T'VvO(z) = C(x) for all z € Q,
O(zg) =0 and VO(z) = Fy.

Proof. Given any immersion ® € C3(Q; E?®) that satisfies V®(2)T V®(x) =
C(z) for all z € Q (such immersions exist by Theorem 1.6-1), let the mapping
® : Q) — R3 be defined by

O(z) :=FoV®(x0) ' (®(x) — ®(x0)) for all z € Q.
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Then it is immediately verified that this mapping © satisfies the announced
properties.

Besides, it is uniquely determined. To see this, let ® € C3*(Q;E?) and
® € C3(Q; E?) be two immersions that satisfy

VO (2)'VO(z) = V®(2)TV®(z) for all 2 € Q.

Hence there exist (by Theorem 1.7-1) ¢ € R and Q € Q3 such that ®(z) =
c+QO(x) for all x € Q, so that V®(z) = QVO(x) for all x € Q. The relation
VO(xg) = V®(z) then implies that Q = I and the relation @(xg) = ®(xg)
in turn implies that ¢ = 0. ([

Remark. One possible choice for the matrix Fy is the square root of the
symmetric positive-definite matrix C(zo). O

Theorem 1.7-1 constitutes the “classical” rigidity theorem, in that both im-
mersions ©® and © are assumed to be in the space C*(Q; E?). The next theorem
is an extension, due to Ciarlet & C. Mardare [2003], that covers the case where
one of the mappings belongs to the Sobolev space H'(2; E3).

The way the result in part (i) of the next proof is derived is due to Friesecke,
James & Miiller [2002]; the result of part (i) itself goes back to Reshetnyak
[1967].

Let @3_ denote the set of all proper orthogonal matrices of order three, i.e.,
of all orthogonal matrices Q € Q3 with det Q = 1.

Theorem 1.7-3. Let ) be a connected open subset of R3, let © € C*(Q; E3) be
a mapping that satisfies
det VO > 0 in Q,

and let © € HY(Q; E?) be a mapping that satisfies
det VO > 0 a.e. in Q and VO'VO = V(:)TV(:) a.e. in .

Then there exist a vector ¢ € E3 and a matriz Q € @3_ such that
O(z) = ¢+ QO(z) for almost all z € Q.
Proof. The Euclidean space E? is identified with the space R3 throughout
the proof.

(1) To begin with, consider the special case where ®(x) = x for all z € . In

other words, we are given a mapping ® € H'(€) that satisfies Vé(m) € 0%
for almost all x € Q). Hence

CofVO(z) = (det VO(2))VO(z) " = VO(z)~ T for almost all z € Q,
on the one hand. Since, on the other hand,

divCof VO = 0 in (D'(B))?
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in any open ball B such that B C 2 (to see this, combine > the density of C%(B)
in H'(B) with the classical Piola identity in the space C?(B); for a proof of this
identity, see, e.g., Ciarlet [1988, Theorem 1.7.1]), we conclude that

A® = divCof VO = 0 in (D'(B))°.
Hence © = (0,) € (C°°(2))3. For such mappings, the identity
A(&(:)]&éj) = 2&@]&@@]) + 28ikéj8ikéj,

together with the relations Aéj = 0and 8¢éj&éj = 31in £, shows that 8¢kéj =
0 in €. The assumed connectedness of { then implies that there exist a vector
c € E3 and a matrix Q € @i (by assumption, VO(z) € @i for almost all
x € Q) such that

O(z) = ¢+ Qox for almost all z € Q.

(ii) Consider next the general case. Let xy € Q be given. Since @ is
an immersion, the local inversion theorem can be applied; there thus exist
bounded open neighborhoods U of xg and U of ©(x¢) satisfying U C Q and
{U}~ c ©(), such that the restriction @y of © to U can be extended to a
C'-diffeomorphism from U onto {U}~.

Let @51 : U — U denote the inverse mapping of @y, which therefore
satisfies 6651(5) =VO(x)! for all = O(x) € U (the notation V indicates
that differentiation is carried out with respect to the variable T € U ). Define
the composite mapping

</I\>::(:)-®51:(7—>R3.
Since ©® € H!(U) and ©' can be extended to a C'-diffeomorphism from (U}~
onto U, it follows that ® € H'(U;R?) and that
V&(Z) = VO(2)VO,'(Z) = VO(z)VO(z) !

for almost all 7 = O(z) € U (see, e.g., Adams [1975, Chapter 3]). Hence
the assumptions det VO > 0 in 2, det VO > 0 a.e. in 2, and VOIVEO =

VéTV(:) a.e. in ), together imply that %EI;(E) € 03 for almost all T € U.
By (i), there thus exist ¢ € E* and Q € O3 such that

®(2) = O(z) = ¢+ Qo for almost all 7 = O(z) € U,
or equivalently, such that
E(z) := VO(2)VO(z) ' = Q for almost all z € U.

Since the point o € € is arbitrary, this relation shows that 2 € LL ().

loc

By a classical result from distribution theory (cf. Schwartz [1966, Section 2.6]),
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we conclude from the assumed connectedness of €2 that Z(z) = Q for almost all
x € Q, and consequently that

O(z) = ¢+ QO(z) for almost all z € €.

O

Remarks. (1) The existence of ©® € H!(€; E3) satisfying the assumptions of
Theorem 1.7-3 thus implies that ® € H'(Q; E?) and © € C}(Q; E?).

(2) If © € C*(; E3), the assumptions det VO > 0 in  and det VO > 0 in
2 are no longer necessary; but then it can only be concluded that Q € Q3: This
is the classical rigidity theorem (Theorem 1.7-1), of which Liouwille’s theorem
is the special case corresponding to @ (z) = z for all z € Q.

(3) The result established in part (i) of the above proof asserts that, given
a connected open subset © of R3, if a mapping ® € H!(Q;E?) is such that
VO(z) € 0% for almost all z € Q, then there exist ¢ € E* and Q € 03 such
that ©(x) = ¢ + Qox for almost all x € Q. This result thus constitutes a
generalization of Liouville’s theorem.

(4) By contrast, if the mapping © is assumed to be instead in the space
HY(Q;E3) (as in Theorem 1.7-3), an assumption about the sign of det VO
becomes necessary. To see this, let for instance {2 be an open ball centered at the
origin in R3, let ®(x) = z, and let ©(z) = x if z; > 0 and O(z) = (—z1, 72, 73)
if ; < 0. Then ® € HY(E?) and VO € 03 ae. in Q; yet there does
not exist any orthogonal matrix such that (:)(x) = Qox for all z € Q, since
O(0) c {z € R% 21 > 0} (this counter-example was kindly communicated to
the author by Sorin Mardare).

(5) Surprisingly, the assumption det VO > 0 in Q cannot be replaced by
the weaker assumption det VO > 0 a.e. in 2. To see this, let for instance
be an open ball centered at the origin in R?, let @(x) = (2123, z2, x3) and let
O(z) = O(x) if 2, > 0 and O(x) = (—x122, —z,x3) if 25 < 0 (this counter-
example was kindly communicated to the author by Hervé Le Dret).

(6) If a mapping ® € C'(; E?) satisfies det VO > 0 in , then © is an
immersion. Conversely, if { is a connected open set and © € C'(£;E?) is an
immersion, then either det VO > 0 in Q or det VO < 0 in 2. The assumption
that det VO > 0 in  made in Theorem 1.7-3 is simply intended to fix ideas (a
similar result clearly holds under the other assumption).

(7) A little further ado shows that the conclusion of Theorem 1.7-3 is still
valid if ® € H'(; E®) is replaced by the weaker assumption ® € H\! (£;E?).
O

Like the existence results of Section 1.6, the uniqueness theorems of this
section hold werbatim in any dimension d > 2, with R? replaced by R? and E¢
by a d-dimensional Euclidean space.
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1.8 CONTINUITY OF AN IMMERSION AS A
FUNCTION OF ITS METRIC TENSOR

Let Q be a connected and simply-connected open subset of R3. Together, The-
orems 1.6-1 and 1.7-1 establish the existence of a mapping F that associates
with any matrix field C = (g;;) € C*(€%;S?) satisfying

Ryiji = 0jTing — OkTijq + Ffjrkqp — I Ljgp = 0in Q,

where the functions I';;, and Ffj are defined in terms of the functions g;; as in
Theorem 1.6-1, a well-defined element F(C) in the quotient set C3(Q2; E3)/R,
where (O, (:)) € R means that there exist a vector a € E? and a matrix Q € 03
such that ©(z) = a + QO(z) for all z € Q.

A natural question thus arises as to whether there exist natural topologies on
the space C2(£2;S?) and on the quotient set C3(2; E3)/R such that the mapping
F defined in this fashion is continuous.

Equivalently, is an immersion a continuous function of its metric tensor?

The object of this section, which is based on Ciarlet & Laurent [2003], is to
provide an affirmative answer to this question (see Theorem 1.8-5).

Note that such a question is not only clearly relevant to differential geometry
per se, but it also naturally arises in nonlinear three-dimensional elasticity.
As we shall see more specifically in Section 3.1, a smooth enough immersion
0 = (0;) : © — E? may be thought of in this context as a deformation of the set
Q viewed as a reference configuration of a nonlinearly elastic body (although such
an immersion should then be in addition injective and orientation-preserving in
order to qualify for this definition; for details, see, e.g., Ciarlet [1988, Section
1.4] or Antman [1995, Section 12.1]). In this context, the associated matrix

C(z) = (gi;(2)) = VO(2)'VO(x),
is called the (right) Cauchy-Green tensor at x and the matrix
VO(z) = (9;0;(r)) € M3,

representing the Fréchet derivative of the mapping ® at x, is called the defor-
mation gradient at x.

The Cauchy-Green tensor field C = VO'VO : Q — S? associated with a
deformation ® : Q — E3 plays a major role in the theory of nonlinear three-
dimensional elasticity, since the response function, or the stored energy function,
of a frame-indifferent elastic, or hyperelastic, material necessarily depends on
the deformation gradient through the Cauchy-Green tensor (for a detailed de-
scription see, e.g., Ciarlet [1988, Chapters 3 and 4]). As already suggested by
Antman [1976], the Cauchy-Green tensor field of the unknown deformed config-
uration could thus also be regarded as the “primary” unknown rather than the
deformation itself as is customary.
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To begin with, we list some specific notations that will be used in this section
for addressing the question raised above. Given a matrix A € M3, we let p(A)
denote its spectral radius (i.e., the largest modulus of the eigenvalues of A) and
we let

Ab
Al = s % — {p(ATA)}?
{55

denote its spectral norm.

Let Q be an open subset of R3. The notation K € € means that K is
a compact subset of Q. If g € C/(%;R),£ > 0, and K € €, we define the
$emi-norms

l9le,x = sup [0%g(z)| and |lglle,x = sup [0%g(z)],
rxeK reK
la|=¢ lal<e

where 0% stands for the standard multi-index notation for partial derivatives.
If © € CY(OE3) or A € CH(;M3), £>0, and K € €, we likewise set

®le,x = sup [0°O(z)] and [|Of,x = sup [0°O(z)],
reK reK
{\04:[ {|(y\§€

|Ale,x = sup |[0“A(z)] and ||All,x = sup [0“A(z)],

reK reK
la|=¢ la[<e

where |-| denotes either the Euclidean vector norm or the matrix spectral norm.

The next sequential continuity results (Theorems 1.8-1, 1.8-2, and 1.8-3)
constitute key steps toward establishing the continuity of the mapping F (see
Theorem 1.8-5). Note that the functions Ry, occurring in their statements are
meant to be constructed from the functions g;% in the same way that the func-
tions Rg;j, are constructed from the functions g;;. To begin with, we establish
the sequential continuity of the mapping F at C = 1.

Theorem 1.8-1. Let ) be a connected and simply-connected open subset of
R3. Let C" = (955) € C2(%S2), n > 0, be matriz fields satisfying Ry =0 in
Q, n >0, such that

lim ||C" —1I||2,x = 0 for all K € Q.
n—oo

Then there exist immersions O™ € C3(Q; E3) satisfying (VO™)TVO™ = C" in
Q, n >0, such that

lim ||©" —id||s,x =0 for all K € Q

where id denotes the identity mapping of the set Q, the space R3 being identified
here with E® (in other words, ¢d(x) = x for all z € Q).
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Proof. The proof is broken into four parts, numbered (i) to (iv). The first
part is a preliminary result about matrices (for convenience, it is stated here for
matrices of order three, but it holds as well for matrices of arbitrary order).

(i) Let matrices A™ € M3, n > 0, satisfy

lim (A")TA" =1.

n—00

Then there exist matrices Q™ € O3, n > 0, that satisfy

lim Q"A" =1.

n—oo
Since the set @° is compact, there exist matrices Q™ € @3, n > 0, such that
"A" —1I| = inf |[RA™ —1|.
QA" -1/ = i | |
We assert that the matrices Q™ defined in this fashion satisfy lim,,_,., Q"A™ =

I. For otherwise, there would exist a subsequence (QP),>o of the sequence
(Q™)n>0 and § > 0 such that

|QPA? — 1| = Rin(f)3|RAp —1I| >4 forall p > 0.
€

lim |A?| = lim \/p((AP)TAP) = \/p(T) = 1,
p—00 p—00

the sequence (AP),>¢ is bounded. Therefore there exists a further subsequence
(A9),>0 that converges to a matrix S, which is orthogonal since

Since

S”S = lim (A9)TAY =1.
q—00
But then
lim STAY=87S =1,
q—00
which contradicts infregs |[RA? —I| > ¢ for all ¢ > 0. This proves (i).
In the remainder of this proof, the matrix fields C™,n > 0, are meant to be
those appearing in the statement of Theorem 1.8-1 and the notation ¢d stands
for the identity mapping of the set Q.

(i) Let mappings O™ € C3(Q; E3), n > 0, satisfy (VO™")TVO™ = C" in Q
(such mappings exist by Theorem 1.6-1). Then
lim |®" —id|,x = lim |@"|x =0 for all K € Q and for ¢ =2,3.
As usual, given any immersion © € C3(Q; E?), let g, = 9,0, let g;; = g, g
and let the vectors g? be defined by the relations g, - g2 = §]. It is then
immediately verified that

1
0;;0 = 0ig; = (0ig; - 9,)9" = 5(3]‘9111 + 0igjq — 049i5)9.
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Applying this relation to the mappings ©®™ thus gives
1
00" = 5(0;9iy + 0igj, — Dagiy)(g")", n 2 0,

where the vectors (g9)" are defined by means of the relations 9;0" - (g9)" = 4.
Let K denote an arbitrary compact subset of 2. On the one hand,

Tim (097, + 095, — Oagilo.xc = 0,

since lim,, o |gfj|17K =lim, .o |ng — i1,k = 0 by assumption. On the other
hand, the norms [(g?)"|o,x are bounded independently of n > 0; to see this,
observe that (g?)" is the g-th column vector of the matrix (V@™)~!, then that

(VO") ok = {p((VO") T (VO")")}2|o k
= {p((g) )} 2 lox < {I(g8) o}/,
and, finally, that
Tim |(g75) = Tox = 0= lim |(g55)"" = o, = 0.
Consequently,

lim |®@" —id|y xk = lim |®"|3x =0 for all K € Q.
n—oo

n— oo

Differentiating the relations 9;g; - g, = 2(0Giq + 019jq — 0q9i;) yields
9ijp® = Oipg; = (0ipg; - 94)9°

1
= <§(ajpgiq + OipGjq — Opg9ij) — 0ig; - 3p9q)9q~
Observing that lim,, s |gfj|z,K = lim, oo |ng — Oijlexk = 0 for £ = 1,2 by
assumption and recalling that the norms |[(g?)"|o,x are bounded independently
of n > 0, we likewise conclude that
lim |®@" —id|3 x = lim |®"|3 x =0 for all K € Q.
n—oo

n— oo

(iii) There exist mappings 0" ¢ C3(Q; E?) that satisfy (V(:)n)TV(:)n =C"
mnQ,n >0, and
lim |(:)n —id|; k =0 for all K € Q.
n—oo
Let 9" € C3(Q; E®) be mappings that satisfy (V¢"™)TV" = C" in Q,
n > 0 (such mappings exist by Theorem 1.6-1), and let o denote a point in the
set . Since lim,, oo V" (29)T Vp™ (29) = I by assumption, part (i) implies
that there exist orthogonal matrices Q™ (zo), n > 0, such that

nlln;o Q" (x0) V" (x0) =1
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Then the mappings 0" c C3(E?), n > 0, defined by

0" (z) = Q" (z0)¥"(2), ¥ € Q,

satisfy . .
(VO )TVe =C"in Q,

so that their gradients Ve ec? (2; M) satisfy
lim [0, VO |o.x = lim |© o4 =0 for all K €,
n—oo n—oo

by part (ii). In addition,

lim VO (z0) = lim Q"V4"(z0) =L

n— oo

Hence a classical theorem about the differentiability of the limit of a sequence
of mappings that are continuously differentiable on a connected open set and
that take their values in a Banach space (see, e.g., Schwartz [1992, Theorem

3.5.12]) shows that the mappings ve" uniformly converge on every compact
subset of Q toward a limit R € C*(Q; M?) that satisfies

OiR(z) = lim 8¢V(§n(m) =0 for all z € Q.

This shows that R is a constant mapping since {2 is connected. Consequently,
~n
R =TI since in particular R(zp) = lim,—. VO (z9) = I. We have therefore
established that

lim [@" —id|; x = lim [VO" —I|ox =0 for all K € Q.
n—oo

n—oo
(iv) There exist mappings ©" € C3(Q; E?) satisfying (VO™)TVO" = C»
in Q,n>0,and

lim |®" —id|,x =0 for all K €  and for £ =0, 1.

The mappings
e" .= ((:)n - {(:)n(xo) - a:o}> € C*(LE?), n >0,
clearly satisfy
(VO™"TVO™ =C"in Q, n >0,
nli»ngo |®@" —id|1,x = nli»ngo IVO" —1|px =0 for all K € Q,

®"(z¢) = x9, n > 0.

Again applying the theorem about the differentiability of the limit of a se-
quence of mappings used in part (iii), we conclude from the last two relations
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that the mappings ®™ uniformly converge on every compact subset of 2 toward
a limit © € C}(Q; E3) that satisfies

VO(z) = lim VO"(z) =1 for all z € Q.

n—oo

This shows that (® — 4d) is a constant mapping since 2 is connected. Conse-
quently, ® = id since in particular @ (z¢) = lim, oo O"(z¢) = xo. We have
thus established that

lim |®" —id|p,x =0 for all K € Q.

This completes the proof of Theorem 1.8-1. (]

We next establish the sequential continuity of the mapping F at those matrix
fields C € C?(€;S%) that can be written as C = VO’ V@ with an injective
mapping © € C3(Q; E?).

Theorem 1.8-2. Let ) be a connected and simply-connected open subset of R3.
Let C = (gij) € C*(;S2) and C™ = (gj5) € C*(Q;S2), n > 0, be matriz fields
satisfying respectively Ryijr = 0 in  and Ry =0 in Q, n >0, such that

lim ||C" — C||2,x =0 for all K € Q.

Assume that there exists an injective immersion ©® € C3(Q; E3) such that
VO'VO = C in Q. Then there exist immersions O™ € C3(Q; E3) satisfying
(VO™MTVO" =C" in Q, n >0, such that

lim ||®" — Ol|5.x =0 for all K € Q.
Proof. The assumptions made on the mapping © :  C R3 — E? imply that
the set Q := ©(Q) C E? is open, connected, and simply-connected, and that

the inverse mapping ©:QCE} RS belongs to the space C3(§;R3). Define
the matrix fields (g7;) € C2(%S2), n > 0, by letting

(95 (%)) = V@(m)fT(gfj(x))VG(x)fl for all 7 = ©(z) € Q.
Given any compact subset K of ), let K := (:)(IA() Since limy, oo [|l975 —
gijll2,k = 0 because K is a compact subset of (2, the definition of the functions
gi; + © — R and the chain rule together imply that

Jim (|97 — 6l 5 = 0.

Given T = (7;) € Q, let 9; = 0/0%;. Let ﬁ;’ijk denote the functions con-
structed from the functions @"] in the same way that the functions Ry are
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constructed from the functions g;;. Since it is easily verified that these func-
tions satisfy Ry = 0in ), Theorem 1.8-1 applied over the set {2 shows that

there exist mappings 0" c C?’(ﬁ; E?) satisfying
56" 5,6" — g in 0 n >0,
such that U L
lim @ —id|; z =0 forall K €,
where id denotes the identity mapping of the set ﬁ, the space E? being identified
here with R®. Define the mappings ©" € C3(Q;S2), n > 0, by letting
0" (z) =O" () for all z = O(7) € Q.

Given any compact subset K of Q, let K := O(K). Since lim,_, o0 ||(:5n -
id||; 5 = 0, the definition of the mappings ®" and the chain rule together
imply that

lim [|®" — 0|5 x =0,

n—oo

on the one hand. Since, on the other hand, (VO™)TVO" = C" in , the proof
is complete. O

We are now in a position to establish the sequential continuity of the mapping
F at any matrix field C € C2(€;S?) that can be written as C = VO’ VO with
O € C3( E3).
Theorem 1.8-3. Let §) be a connected and simply-connected open subset of R3.
Let C = (gi;) € C?(§;S2) and C" = (955) € C%(,S%), n > 0, be matriz fields
respectively satisfying Rqijr = 0 in Q and Ry, =0 in Q, n >0, such that

lim ||C" — C|l2,x =0 for all K € Q.
n—oo

Let © € C3(Q; E?) be any immersion that satisfies VO VO = C in Q (such im-
mersions exist by Theorem 1.6-1). Then there exist immersions @™ € C3(Q; E3)
satisfying (VO™)TVO™ = C" in Q, n > 0, such that

lim [|®" — O3 x =0 for all K € Q.

Proof. The proof is broken into four parts. In what follows, C and C"
designate matrix fields possessing the properties listed in the statement of the
theorem.

(i) Let © € C3(Q; E?) be any mapping that satisfies VO'VO = C in Q.
Then there exist a countable number of open balls B, C Q,r > 1, such that
Q= U2, Br and such that, for each r > 1, the set |J,_, By is connected and
the restriction of © to B, is injective.
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Given any z € €, there exists an open ball V; C € such that the restriction
of ® to V, is injective. Since Q = U;CEQ V. can also be written as a countable
union of compact subsets of 2, there already exist countably many such open
balls, denoted V., r > 1, such that @ = J)2, V.

Let 1 :== 1, By == V,,, and ry := 2. If the set B,, UV,, is connected,
let By := V,, and r3 := 3. Otherwise, there exists a path v; in Q joining
the centers of V,, and V,., since 2 is connected. Then there exists a finite set
I ={ri(1),71(2),--- ,71(N1)} of integers, with N1 > 1 and 2 < r1(1) < r1(2) <
-++ < r1(Ny), such that

71C‘/7"1U‘/7"2U(U ‘/7'>
rely
Furthermore there exists a permutation o1 of {1,2,..., N1} such that the sets
Vi, U(UiZy Vor(s))s 1 <7 < Ny, and Vi, U (Ui\lzl1 Vo (s)) U Vs, are connected.
Let
BT’ = Val(T—1)72§r§N1+]-; BN1+2 = ‘/7’27
rg :=min {i € {o1(1),...,01(N1)}; i > 3}.

If the set (Uf,vzlf2 B,)UV,, is connected, let By, 13 := V;,,. Otherwise, apply
the same argument as above to a path v in €2 joining the centers of V;., and
Vi, and so forth.

The iterative procedure thus produces a countable number of open balls
B,, r > 1, that possess the announced properties. In particular, Q2 = Ufil B,
since, by construction, the integer r; appearing at the i-th stage satisfies r; > 1.

(ii) By Theorem 1.8-2, there exist mappings ®7 € C3(By;E?3) and (:)Z €
C3(Bo; E?), n > 0, that satisfy

(VO)TVO} = C"in By and lim ||©} — O|3x = 0 for all K € By,
n—oo

(VO,)TVO, = C"in B, and lim [|©; — O|5x = 0 for all K € By,
n—oo

and by Theorem 1.7-1, there exist vectors ¢” € E? and matrices Q™ € 03, n > 0,
such that .
0, (z) =c"+Q"O7(z) for all x € B; N Bs.
Then we assert that

lim ¢"=0and lim Q" =1
Let (QP),>0 be a subsequence of the sequence (Q™),>o that converges to
a (necessarily orthogonal) matrix Q and let x; denote a point in the set By N
B,. Since ¢? = @) (z1) — QPO (21) and lim, oo O (z1) = lim, o0 OF(21) =
©(x1), the subsequence (c),>0 also converges. Let ¢ := lim,_,o ¢?. Thus
O(z) = lim Oh(x)

p—00

= lim (c¢? + QPOY(z)) = c+ QO(x) for all z € By N By,

p—00
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on the one hand. On the other hand, the differentiability of the mapping ©
implies that

O(z) = O(x1) + VO(z1)(z — 1) + o(|x — x1|) for all x € By N Ba.

Note that VO(z1) is an invertible matrix, since VO (x1)T VO (z1) = (gij(x1)).
Let b := O(x1) and A := VO(z1). Together, the last two relations imply
that

b+ Az —21)=c+ Qb+ QA(x — z1) + o(|z — z1]),
and hence (letting = 27 shows that b = ¢ + Qb) that
Az —z1) = QA(z — 21) + o(|]xr — x1]) for all z € By N Bs.

The invertibility of A thus implies that Q = I and therefore that ¢ = b—Qb = 0.
The uniqueness of these limits shows that the whole sequences (Q"),>0 and
(€™)n>0 converge.

(iii) Let the mappings ®% € C3(B1 U Bo; E3), n > 0, be defined by

05 (z) := Of(z) for all z € By,
0% (z) == (Q")T (O, (z) — ¢") for all z € B.

Then
(VONTVves =C"in B U B,

(as is clear), and

lim ||®5 — ®l3,x =0 for all K € By U Bs.
n—oo

The plane containing the intersection of the boundaries of the open balls B;
and B, is the common boundary of two closed half-spaces in R3, H; containing
the center of By, and Hs containing that of By (by construction, the set By U Bo
is connected; see part (i)). Any compact subset K of B;UBy may thus be written
as K = K1 U Ko, where Ky := (KN H;) C By and Ko := (K N Hy) C Bs (that
the open sets found in part (i) may be chosen as balls thus play an essential role
here). Hence

lim [©% ~ O[5, =0 and _lim O} ~ 5, =0,

the second relation following from the definition of the mapping @4 on By D Ko
and on the relations lim,,_, ||®;L —O||3,x, =0 (part (ii)) and lim, ., Q™" =1

and lim,,_,., €™ = 0 (part (iii)).
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(iv) It remains to iterate the procedure described in parts (ii) and (iii). For
some r > 2, assume that mappings O € C3(J._, Bs;E®), n > 0, have been
found that satisfy

™
(Ve)'ve; =C" i (B,
s=1
T
lim [|©] — O|2x =0 for all K € | ] Bs.
s=1
Since the restriction of ® to B, is injective (part (i)), Theorem 1.8-2 shows
that there exist mappings ®:+1 € C3(By41; E?), n > 0, that satisfy

(VO,, )TVO,,, =C" in By,

lim [©,,, — O3k =0 for all K € By,

and since the set Ugii B; is connected (part (i)), Theorem 1.7-1 shows that
there exist vectors ¢ € E® and matrices Q™ € @3, n > 0, such that

T
O, . (x) =" + QO (x) for all x € ( U BS) A Byi1.
s=1

Then an argument similar to that used in part (ii) shows that lim, ., Q™" =1
and lim, . €" = 0, and an argument similar to that used in part (iii) (note
that the ball B,.;1 may intersect more than one of the balls Bs, 1 < s < 1)
shows that the mappings @', ; € C3(U._, Bs;E®), n > 0, defined by

T
0/, (z) =0 (zx) forall z € U B,
s=1

@7, ,(z) == (Q")T (O, (x) — ") for all # € By,
satisfy
lim [|©F,, — O35 =0 for all K € | ] B..

s=1

Then the mappings @™ : Q — E2, n > 0, defined by

T
O"(z):= 0O (z) for all z € U Bs,r > 1,
s=1
possess all the required properties: They are unambiguously defined since for all
s>r, OF(z) = O (z) for all z € |J,_, B, by construction; they are of class C*
since the mappings O} : | J._, B; — E? are themselves of class C?; they satisfy
(VO™")TVO™ = C" in Q since the mappings O] satisfy the same relations
in (J._, Bs; and finally, they satisfy lim, . [|@" — ©||35 x = 0 for all K € Q
since any compact subset of €2 is contained in U:=1 B, for r large enough. This
completes the proof. O
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It is easily seen that the assumptions Rg;jr = 0 in Q are in fact superfluous
in Theorem 1.8-3 (as shown in the next proof, these relations are consequences
of the assumptions Ry, = 0 in Q,n > 0, and lim, . [|C" — C|l2,x = 0 for
all K € Q). This observation gives rise to the following corollary to Theorem
1.8-3, in the form of another sequential continuity result, of interest by itself. The
novelties are that the assumptions are now made on the immersions ®", n > 0,
and that this result also provides the existence of a “limit” immersion ©.

Theorem 1.8-4. Let ) be a connected and simply-connected open subset of
R3. Let there be given immersions ®" € C3*(Q;E), n > 0, and a matriz field
C € C?(%S2) such that

lim [(VO")TVO" — Cllg,x = 0 for all K € Q.

n— oo

Then there exist immersions © € C3 (% E?), n >0, of the form

0" ="+ Q"O", with ¢” € E? and Q" € 0%,

which thus satisfy (Vén)TV(:)n = (VO™")TVO" in Q for alln > 0, and there
ezists an immersion © € C3(; E3) such that

VO'VO =Cin Qand lim [|[©" — @5 =0 for all K € Q.

Proof. Let the functions Ry; ., n > 0, and Rgijr be constructed from the
components g;; and g;; of the matrix fields C" := (VO™")TVO™ and C in the
usual way (see, e.g., Theorem 1.6-1). Then Ry, = 0 in § for all n > 0, since
these relations are simply the necessary conditions of Theorem 1.5-1.

We now show that Ry, = 0in Q. To this end, let K be any compact subset

of Q. The relations
C"=C(I+ Cfl(C" —Q)),n>0,

together with the inequalities ||AB|2,x < 4|/ Al|2,x|B]|2,x valid for any matrix
fields A, B € C2(2; M?), show that there exists ng = no(K) such that the matrix
fields (I+ C~!(C" — C))(z) are invertible at all € K for all n > ng. The same
relations also show that there exists a constant M such that ||[(C") 7|2 < M
for all n > ng. Hence the relations

(€)' —C =CT(C-CM(C) 0>,

together with the assumptions lim,,_,, ||C™ —Cl||2,x = 0, in turn imply that the
components g™, n > ng, and g of the matrix fields (C™)~! and C~! satisfy

lim ||g""™ — g2,k = 0.
n—oo

With self-explanatory notations, it thus follows that

i [T, — Tijgllii =0 and lim [T%" =% |1k =0,
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hence that lim,,_, HRZijk — Rgijil|lo,x = 0. This shows that Rgjx = 0 in K,
hence that Rgjr = 0 in Q since K is an arbitrary compact subset of 2.

By the fundamental existence theorem (Theorem 1.6-1), there thus exists a
mapping @ € C3(Q; E?) such that VO'V® = C in Q. Theorem 1.8-3 can now

be applied, showing that there exist mappings 0" c C3(Q; E?) such that
(VO')'VO" =C"inQ,n>0, and lim [|©®" — O3 for all K € Q.

Finally, the rigidity theorem (Theorem 1.7-1) shows that, for each n > 0,
there exist ¢” € E? and Q" € Q2 such that 0" =c+ Q"O" in ) because

the mappings ®" and ®" share the same metric tensor field and the set Q is
connected. 0

It remains to show how the sequential continuity established in Theorem
1.8-3 implies the continuity of a deformation as a function of its metric tensor
for ad hoc topologies.

Let Q be an open subset of R3. For any integers £ > 0 and d > 1, the
space C(Q;R?) becomes a locally convex topological space when it is equipped
with the Fréchet topology defined by the family of semi-norms ||, -, K € £,
defined earlier. Then a sequence (®"),,>o converges to ® with respect to this
topology if and only if

lim [|®" —O|,x =0 for all K € Q.
n—oo

Furthermore, this topology is metrizable: Let (K;);>0 be any sequence of subsets
of Q that satisfy

K; € Qand K; Cint K;y1 for all i >0, and Q = U K;.
i=0
Then
lim [|©@" —O|,x =0forall K € Q<= lim d;,(®",0) =0,

where
— ZOO 1 |[¢¥—O|xk,

i=0
For details about Fréchet topologies, see, e.g., Yosida [1966, Chapter 1].

Let C3(Q; E3) := C3(Q; E?)/R denote the quotient set of C3(Q; E?) by the
equivalence relation R, where (O, (:)) € R means that © and © are isometrically
equivalent (Section 1.7), i.e., that there exist a vector ¢ € E® and a matrix
Q € 03 such that ©(z) = ¢+ QO(x) for all z € Q. Then it is easily verified
that the set C3(Q,E‘3) becomes a metric space when it is equipped with the
distance ds defined by

d3(©,9) = inf di(k,x) = inf_d3(®,c+Qyp),
KEO ceE?
XEP Qe03

£,K;

where © denotes the equivalence class of ® modulo R.
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We now show that the announced continuity of an immersion as a function
of its metric tensor is a corollary to Theorem 1.8-1. If d is a metric defined on
a set X, the associated metric space is denoted {X;d}.

Theorem 1.8-5. Let §) be a connected and simply-connected open subset of R3.
Let
CR(82) == {(g3y) € CHYSL): Rysge = 0 in 0,

and, given any matriz field C = (gi;) € C3(Q;S2), let F(C) € C3(Q; E?) denote
the equivalence class modulo R of any © € C3(S; E3) that satisfies velve =
C in Q. Then the mapping

F{C3 (% S);do} — {CP(LE®);ds}

defined in this fashion is continuous.

Proof. Since {C3(;S%);dz} and {C3(9; E?);d3} are both metric spaces, it
suffices to show that convergent sequences are mapped through F into conver-

gent sequences.
Let then C € C3(©2;S%) and C™ € C2(2;S2), n > 0, be such that

lim dQ(Cn, C) = 0,
i.e., such that lim, . ||C" — C|2,x = 0 for all K € Q. Given any © €
F(C), Theorem 1.8-3 shows that there exist @™ € F(C™), n > 0, such that
lim, o ||®" — Ol|3,x =0 for all K € €, i.e., such that

lim d3(@",0) = 0.
n—od
Consequently, _
lim d3(F(C"),F(C)) =0.

n—oo

O

As shown by Ciarlet & C. Mardare [2004b], the above continuity result can
be extended “up to the boundary of the set €27, as follows. If  is bounded and
has a Lipschitz-continuous boundary, the mapping F of Theorem 1.8-5 can be
extended to a mapping that is locally Lipschitz-continuous with respect to the
topologies of the Banach spaces C%(Q;S?) for the continuous extensions of the
symmetric matrix fields C, and C3(€2; E3) for the continuous extensions of the
immersions O (the existence of such continuous extensions is briefly commented
upon at the end of Section 1.6).

Another extension, again motivated by nonlinear three-dimensional elastic-
ity, is the following: Let Q be a bounded and connected subset of R3, and let
B be an elastic body with Q as its reference configuration. Thanks mostly to
the landmark existence theory of Ball [1977], it is now customary in nonlinear
three-dimensional elasticity to view any mapping ® € H'(Q; E?) that is almost-
everywhere injective and satisfies det VO > 0 a.e. in () as a possible deformation
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of B when B is subjected to ad hoc applied forces and boundary conditions. The
almost-everywhere injectivity of ® (understood in the sense of Ciarlet & Necas
[1987]) and the restriction on the sign of det V@ mathematically express (in
an arguably weak way) the non-interpenetrability and orientation-preserving
conditions that any physically realistic deformation should satisfy.

As mentioned earlier, the Cauchy-Green tensor field VOV € L'(Q;S?)
associated with a deformation ® € H'(Q; E?) pervades the mathematical mod-
eling of three-dimensional nonlinear elasticity. Conceivably, an alternative ap-
proach to the existence theory in three-dimensional elasticity could thus regard
the Cauchy-Green tensor as the primary unknown, instead of the deformation
itself as is usually the case.

Clearly, the Cauchy-Green tensors depend continuously on the deformations,
since the Cauchy-Schwarz inequality immediately shows that the mapping

©c HY(%E?) - vel've e LH(;S?)

is continuous (irrespectively of whether the mappings © are almost-everywhere
injective and orientation-preserving).

Then Ciarlet & C. Mardare [2004c] have shown that, under appropriate
smoothness and orientation-preserving assumptions, the converse holds, i.e., the
deformations depend continuously on their Cauchy-Green tensors, the topologies
being those of the same spaces H'(S;E3) and L'(Q;S?) (by contrast with the
orientation-preserving condition, the issue of non-interpenetrability turns out to
be irrelevant to this issue). In fact, this continuity result holds in an arbitrary
dimension d, at no extra cost in its proof; so it will be stated below in this more
general setting. The notation E? then denotes a d-dimensional Euclidean space
and S¢ denotes the space of all symmetric matrices of order d.

This continuity result is itself a simple consequence of the following nonlin-
ear Korn inequality, which constitutes the main result of ibid.: Let Q be a
bounded and connected open subset of R¢ with a Lipschitz-continuous bound-
ary and let ® € C'(Q; E?) be a mapping satisfying det V® > 0 in Q. Then
there exists a constant C(®) with the following property: For each orientation-
preserving mapping ® € H!({;EY), there exist a proper orthogonal matrix
R = R(®,0) of order d (i.e., an orthogonal matrix of order d with a determi-
nant equal to one) and a vector b= b(®,®) in E¢ such that

1@ — (b+ RO)| i1 (ope) < C(O)|VE'VE — VO VO [0
That a vector b and an orthogonal matrix R should appear in the left-
hand side of such an inequality is of course reminiscent of the classical rigidity
theorem (Theorem 1.7-1), which asserts that, if two mappings © € C!(Q; E9)
and © € C(Q; E?) satisfying det VO > 0anddet VO > 0inan open connected
subset Q of R? have the same Cauchy-Green tensor field, then the two mappings
are isometrically equivalent, i.e., there exist a vector b in E< and an orthogonal
matrix R of order d such that @(z) = b+ RO(z) for all z € Q.



58 Three-dimensional differential geometry [Ch. 1

_ More generally, we shall say that two orientation-preserving mappings
® € HY(Q;EY) and © € H(;E?) are isometrically equivalent if there ex-
ist a vector b in E? and an orthogonal matrix R of order d (a proper one in this
case) such that

O(z) = b+ RO(z) for almost all z € €.

One application of the above key inequality is the following sequential conti-
nuity property: Let ©F ¢ HY(QEY), k> 1, and © € CH(Q; E?) be orientation-
preserving mappings. Then there exist a constant C(®) and orientation-pres-

~k
erving mappings @ € H!(;E?), k > 1, that are isometrically equivalent to
©" such that

~k
10" — Ol (ome) < C(©)(VOH)' V' - VO VO, /{50

Hence the sequence ((:)k)zo=1 converges to © in HY(Q;EY) as k — oo if the
sequence ((VOF) TV @)% | converges to VOV in L1(Q;S%) as k — o .

Should the Cauchy-Green strain tensor be viewed as the primary unknown
(as suggested above), such a sequential continuity could thus prove to be use-
ful when considering infimizing sequences of the total energy, in particular for
handling the part of the energy that takes into account the applied forces and
the boundary conditions, which are both naturally expressed in terms of the
deformation itself.

They key inequality is first established in the special case where ® is the
identity mapping of the set 2, by making use in particular of a fundamental
“geometric rigidity lemma” recently proved by Friesecke, James & Miiller [2002].
It is then extended to an arbitrary mapping © € C'(Q2;R") satisfying det VO >
0 in Q, thanks in particular to a methodology that bears some similarity with
that used in Theorems 1.8-2 and 1.8-3.

Such results are to be compared with the earlier, pioneering estimates of
John [1961], John [1972] and Kohn [1982], which implied continuity at rigid body
deformations, i.e., at a mapping © that is isometrically equivalent to the identity
mapping of . The recent and noteworthy continuity result of Reshetnyak [2003]
for quasi-isometric mappings is in a sense complementary to the above one (it
also deals with Sobolev type norms).



Chapter 2

DIFFERENTIAL GEOMETRY OF SURFACES

INTRODUCTION

We saw in Chapter 1 that an open set ©(Q) in E3, where Q is an open set in
R? and © : Q — E? is a smooth injective immersion, is unambiguously defined
(up to isometries of E3) by a single tensor field, the metric tensor field, whose
covariant components g;; = g;; : 2 — R are given by g¢;; = 0;© - 0;0©.

Consider instead a surface @ = 0(w) in E3, where w is a two-dimensional
open set in R? and 0 : w — E? is a smooth injective immersion. Then by
contrast, such a “two-dimensional manifold” equipped with the coordinates of
the points of w as its curvilinear coordinates, requires two tensor fields for its
definition (this time up to proper isometries of E3), the first and second fun-
damental forms of ©. Their covariant components aq,g = agq : w — R and
bag = bga : w — R are respectively given by (Greek indices or exponents take
their values in {1,2}):

(o = Qo - ag and bag = as - 0,aga,

a; N\ as
|(11 A a2| ’

The vector fields a; : w — R3 defined in this fashion constitute the covariant
bases along the surface &, while the vector fields a’ : w — R? defined by the
relations @’ - a; = 0% constitute the contravariant bases along .

These two fundamental forms are introduced and studied in Sections 2.1 to
2.5. In particular, it is shown how areas and lengths, i.e., “metric notions”,
on the surface & are computed in terms of its curvilinear coordinates by means
of the components aqng of the first fundamental form (Theorem 2.3-1). It is
also shown how the curvature of a curve on & can be similarly computed, this
time by means of the components of both fundamental forms (Theorem 2.4-1).
Other classical notions about “curvature”, such as the principal curvatures and
the Gaussian curvature, are introduced and briefly discussed in Section 2.5.

We next introduce in Section 2.6 the fundamental notion of covariant deriva-
tives 1;)o of a vector field na’ :w — R3 on @, thus deﬁned here by means of its
covariant components 7; over the contravariant bases a’. We establish in this

where a, = 0,0 and a3z =

59



60 Differential geometry of surfaces [Ch. 2

process the formulas of Gaufs and Weingarten (Theorem 2.6-1). As illustrated
in Chapter 4, covariant derivatives of vector fields on a surface (typically, the
unknown displacement vector field of the middle surface of a shell) pervade the
equations of shell theory.

It is a basic fact that the symmetric and positive definite matrix field (aq3)
and the symmetric matrix field (bog) defined on w in this fashion cannot be
arbitrary. More specifically, their components and some of their partial deriva-
tives must satisfy necessary conditions taking the form of the following relations
(meant to hold for all «, 38, 0, 7 € {1, 2}), which respectively constitute the Gauf,
and Codazzi-Mainardi, equations (Theorem 2.7-1): Let the functions I'yg, and
I'7 5 be defined by

1
Lopr = 5(8gaa7+8aa57—87aa5) and I'g 5 = a”"Tupr, where (a”7) := (aap) ™t

Then, necessarily,

aﬁraar - a{rraﬁr + FZBFG'TM - Fggrﬁru = baabﬁr - baﬁb(ﬂ' in W,
0gbao — Osbas +T'h bgy — Fgﬁbgu =0 in w.

The functions I'agr and I'] 5 are the Christoffel symbols of the first, and
second, kind.

We also establish in passing (Theorem 2.7-2) the celebrated Theorema
Egregium of Gauf$: At each point of a surface, the Gaussian curvature is a
given function (the same for any surface) of the components of the first funda-
mental form and their partial derivatives of order < 2 at the same point.

We then turn to the reciprocal questions:

Given an open subset w of R% and a smooth enough symmetric and positive
definite matrix field (aqg) together with a smooth enough symmetric matrix field
(bag) defined over w, when are they the first and second fundamental forms of
a surface O(w) C E3, i.e., when does there exist an immersion 6 : w — E? such
that

810 AN 820 } .
— w?
[010 A D20

If such an immersion exists, to what extent is it unique?

As shown in Theorems 2.8-1 and 2.9-1 (like those of their “three-dimensional
counterparts” in Sections 1.6 and 1.7, their proofs are by no means easy, espe-
cially that of the existence), the answers turn out to be remarkably simple:
Under the assumption that w is simply-connected, the necessary conditions ex-
pressed by the Gauf$ and Codazzi-Mainardi equations are also sufficient for the
existence of such an immersion 6.

Besides, if w is connected, this immersion is unique up to proper isometries
in E. This means that, if @ : w — E? is any other smooth immersion satisfying

Gag = 020+ 958 and bay = 916 - {

815/\826 } .
mn w

o :5‘a5~85andba :8(15' —_—
g g g Tes {|5‘10/\820|
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there then exist a vector ¢ € E® and a proper orthogonal matrix Q of order
three such that

0(y) = c+ QO(y) for all y € w.

Together, the above existence and uniqueness theorems constitute the fun-
damental theorem of surface theory, another important special case of the fun-
damental theorem of Riemannian geometry already alluded to in Chapter 1. As
such, they constitute the core of Chapter 2.

We conclude this chapter by showing (Theorem 2.10-3) that the equivalence
class of 8, defined in this fashion modulo proper isometries of E3, depends
continuously on the matriz fields (aag) and (bag) with respect to appropriate
Fréchet topologies.

2.1 CURVILINEAR COORDINATES ON A SURFACE

In addition to the rules governing Latin indices that we set in Section 1.1, we
henceforth require that Greek indices and exponents vary in the set {1,2} and
that the summation convention be systematically used in conjunction with these
rules. For instance, the relation

da(mia’) = (g0 — bagnz)a’ + (n3ja + bns)a®

means that, for a« = 1,2,

3 2 2
%(Zmai) = (10 — bagnz)a’ + (773|a +> b§776>‘13-
i=1 =1 B=1

Kronecker’s symbols are designated by 82, 6,3, or %7 according to the con-
text.

Let there be given as in Section 1.1 a three-dimensional Euclidean space E3,
equipped with an orthonormal basis consisting of three vectors €' = ¢€;, and let
a - b,|al, and a A b denote the Euclidean inner product, the Euclidean norm,
and the vector product of vectors a, b in the space E3.

In addition, let there be given a two-dimensional vector space, in which two
vectors e® = e, form a basis. This space will be identified with R2. Let yqo
denote the coordinates of a point y € R? and let 9, := 9/Jy, and s =
82/8yaay5'

Finally, let there be given an open subset w of R? and a smooth enough
mapping 6 : w — E? (specific smoothness assumptions on 6 will be made later,
according to each context). The set

w:=0(w)

is called a surface in E°.
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If the mapping 0 : w — E3 is injective, each point § € & can be unambigu-
ously written as
y=0@y), yeuw,

and the two coordinates y, of y are called the curvilinear coordinates of i
(Figure 2.1-1). Well-known ezxamples of surfaces and of curvilinear coordinates
and their corresponding coordinate lines (defined in Section 2.2) are given in
Figures 2.1-2 and 2.1-3.

Figure 2.1-1: Curvilinear coordinates on a surface and covariant and contravariant bases of
the tangent plane. Let & = O(w) be a surface in E3. The two coordinates y1,y2 of y € w are
the curvilinear coordinates of ¥ = O(y) € ©. If the two vectors an(y) = 9.0(y) are linearly
independent, they are tangent to the coordinate lines passing through 7 and they form the
covariant basis of the tangent plane to & at § = 6(y). The two vectors a®(y) from this tangent
plane defined by a®(y) - ag(y) = d5 form its contravariant basis.

Naturally, once a surface @ is defined as @ = 8(w), there are infinitely many
other ways of defining curvilinear coordinates on @, depending on how the do-
main w and the mapping 6 are chosen. For instance, a portion & of a sphere
may be represented by means of Cartesian coordinates, spherical coordinates, or
stereographic coordinates (Figure 2.1-3). Incidentally, this example illustrates
the variety of restrictions that have to be imposed on & according to which kind
of curvilinear coordinates it is equipped with!
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Figure 2.1-2: Several systems of curvilinear coordinates on a sphere. Let ¥ be a sphere
of radius R. A portion of ¥ contained “in the northern hemisphere” can be represented by
means of Cartesian coordinates, with a mapping 6 of the form:

0: (2,y) € w— (x,y, {F? — (2 +y2)}V/?) € B,

A portion of ¥ that excludes a neighborhood of both “poles” and of a “meridian” (to fix
ideas) can be represented by means of spherical coordinates, with a mapping 6 of the form:
0: (p,1) €w — (Rcoscos g, Rcospsinp, Rsine) € E3.

A portion of ¥ that excludes a neighborhood of the “North pole” can be represented by
means of stereographic coordinates, with a mapping 0 of the form:
2 2 2 2 2
Gz(u,v)EwH(QQRu , 2R , u v R>€E3.
uZ +v2 + R2° w2 + 02 + R27 w2 +02 4+ R2
The corresponding coordinate lines are represented in each case, with self-explanatory
graphical conventions.
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Figure 2.1-3: Two familiar examples of surfaces and curvilinear coordinates. A portion @
of a circular cylinder of radius R can be represented by a mapping 6 of the form
0: (p,2) €w — (Rcosyp, Rsing, z) € E3.
A portion @ of a torus can be represented by a mapping @ of the form
0: (p,x) €Ew — ((R+rcosx)cosy, (R+rcosy)sing,rsiny) € E3,

with R > r.

The corresponding coordinate lines are represented in each case, with self-explanatory
graphical conventions.
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2.2 FIRST FUNDAMENTAL FORM

Let w be an open subset of R? and let
=02 :wcRkR®—0w) =0cCE?
be a mapping that is differentiable at a point y € w. If dy is such that (y+dy) €

w, then
0(y + dy) = 0(y) + VO(y)dy + o(dy),

where the 3 x 2 matrix V6(y) and the column vector dy are defined by

8191 8291 5y
VO(y) = | 0162 9202 | (y) and dy = (5y1) .
D105 o 2

Let the two vectors a,(y) € R3 be defined by

0a01

aa(y) = 0a0(y) = | Dab2 | (),
a3

ie., a,(y) is the a-th column vector of the matriz VO (y). Then the expansion
of 8 about y may be also written as

0(y + dy) = 0(y) + 0y”aa(y) + o(dy).

If in particular dy is of the form dy = dte,, where dt € R and e, is one of
the basis vectors in R2, this relation reduces to

0(y + dten) = O(y) + dtan(y) + o(4t).

A mapping 6 : w — E? is an immersion at y € w if it is differentiable at
y and the 3 x 2 matrix V8(y) is of rank two, or equivalently if the two vectors
a,(y) = 0,0(y) are linearly independent.

Assume from now on in this section that the mapping 6 is an immersion
at y. In this case, the last relation shows that each vector a,(y) is tangent
to the a-th coordinate line passing through y§ = 0(y), defined as the image
by @ of the points of w that lie on a line parallel to e, passing through y
(there exist ¢ty and t; with ¢y < 0 < ¢; such that the a-th coordinate line is
given by t € Jtg,t1] — f,(t) := O(y + te,) in a neighborhood of y; hence
£1.(0) = 0,0(y) = an(y)); see Figures 2.1-1, 2.1-2, and 2.1-3.

The vectors aq(y), which thus span the tangent plane to the surface & at
Yy = 0(y), form the covariant basis of the tangent plane to & at ¥; see
Figure 2.1-1.

Returning to a general increment dy = dy®e,,, we also infer from the expan-
sion of @ about y that (dy? and VO(y)T respectively designate the transpose
of the column vector dy and the transpose of the matrix VO(y))

10(y + 6y) — 8(y)|* = oy VO(y)" VO (y)dy + o(|dy|*)
= 6y aq(y) - as(y)sy’ + o(|6y|?).
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In other words, the principal part with respect to dy of the length between
the points 8(y + dy) and 0(y) is {6y®aa(y) - as(y)dy”’}'/2. This observation
suggests to define a matrix (aq.3(y)) of order two by letting

aa5(y) = aa(y) -asly) = (VO(y)" VO(y)) ;-

The elements aqp(y) of this symmetric matrix are called the covariant
components of the first fundamental form, also called the metric tensor,
of the surface & at § = 0(y).

Note that the matriz (aas(y)) is positive definite since the vectors aq(y) are
assumed to be linearly independent.

The two vectors a,,(y) being thus defined, the four relations

a®(y) - asly) = 63
unambiguously define two linearly independent vectors a®(y) in the tangent

plane. To see this, let a priori a®(y) = Y*?(y)a,(y) in the relations a®(y) -
ag(y) = 63. This gives Y (y)a,p(y) = 05; hence Y7 (y) = a?(y), where

(@’ (y)) = (aas(y) "

Hence a®(y) = a® (y)a,(y). These relations in turn imply that
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= a®(y)a”" (y)ao- (y) = a® (y)0L = a“(y),

and thus the vectors a®(y) are linearly independent since the matrix (a®®(y))
is positive definite. We would likewise establish that a,(y) = aas(y)a’(y).
The two vectors a® (y) form the contravariant basis of the tangent plane
to the surface @ at J = 6(y) (Figure 2.1-1) and the elements a®?(y) of the
symmetric matrix (a®?(y)) are called the contravariant components of the
first fundamental form, or metric tensor, of the surface @ at § = 0(y).
Let us record for convenience the fundamental relations that exist between
the vectors of the covariant and contravariant bases of the tangent plane and
the covariant and contravariant components of the first fundamental tensor:

aap(y) = aa(y) -ap(y) and a*(y) = a(y) - a’(y),
au(y) = aap(y)a’(y) and a®(y) = a*’(y)ags(y).

A mapping 0 : w — E? is an immersion if it is an immersion at each point
in w, ie., if @ is differentiable in w and the two vectors 0,0(y) are linearly
independent at each y € w.

If 8 : w — E3 is an immersion, the vector fields ao : w — R? and a® :
w — R3 respectively form the covariant, and contravariant, bases of the
tangent planes.
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A word of caution. The presentation in this section closely follows that
of Section 1.2, the mapping 6 : w C R? — E? “replacing” the mapping © : Q C
R3? — E3. There are indeed strong similarities between the two presentations,
such as the way the metric tensor is defined in both cases, but there are also
sharp differences. In particular, the matrix VO(y) is not a square matrix, while
the matrix VO(x) is square! O

2.3 AREAS AND LENGTHS ON A SURFACE

We now review fundamental formulas expressing area and length elements at
a point ¥ = O(y) of the surface @ = O(w) in terms of the matrix (aqn3(y)); see
Figure 2.3-1.

These formulas highlight in particular the crucial réle played by the ma-
trix (aqp(y)) for computing “metric” notions at ¥ = 6(y). Indeed, the first
fundamental form well deserves “metric tensor” as its alias!

Figure 2.3-1: Area and length elements on a surface. The elements da(y) and dé(y) at
¥ = 0(y) € & are related to dy and 8y by means of the covariant components of the metric
tensor of the surface &; cf. Theorem 2.3-1. The corresponding relations are used for computing
the area of a surface A = (A) C @ and the length of a curve C = 6(C) C @, where C = f(I)
and I is a compact interval of R.
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Theorem 2.3-1. Let w be an open subset of R?, let 0 : w — E3 be an injective
and smooth enough immersion, and let © = 6(w).

(a) The area element da(y) at ¥ = O(y) € © is given in terms of the area
element dy at y € w by

da(y) = va(y)dy, where a(y) := det(aas(y))-

~

(b) The length element d¢(y) at y = O(y) € & is given by

~ a 1/2
A0G) = {0y ans(y)dy® ).

Proof. The relation (a) between the area elements is well known. It can
also be deduced directly from the relation between the area elements df(f) and
dI'(z) given in Theorem 1.3-1 (b) by means of an ad hoc “three-dimensional
extension” of the mapping 6. R

The expression of the length element in (b) recalls that d¢(y) is by definition
the principal part with respect to dy = dy“e,, of the length |0(y + dy) — 6(y)],
whose expression precisely led to the introduction of the matrix (aqg(y)). O

The relations found in Theorem 2.3-1 are used for computing surface inte-
grals and lengths on the surface @ by means of integrals inside w, i.e., in terms
of the curvilinear coordinates used for defining the surface @ (see again Figure
2.3-1).

Let A be a domain in R? such that A C w (a domain in R? is a bounded,
open, and connected subset of R? with a Lipschitz-continuous boundary; cf.
Section 1.3), let A := 0(A), and let f € L'(A) be given. Then

/A (@) da@) = / (Fo 0)(y)/a(y) dy.
A A

In particular, the area of Ais given by

areaZ::Adﬁ(ﬂ):Amdy.

Consider next a curve C' = f(I) in w, where I is a compact interval of R
and f = f%ey : I — w is a smooth enough injective mapping. Then the length
of the curve C' := 0(C) C @ is given by

~ fe% B
lengthC::/I‘%(Bof)(t)‘dt:/l\/aag(f(t))% (t)% (1) dt.

The last relation shows in particular that the lengths of curves inside the
surface 8(w) are precisely those induced by the Euclidean metric of the space E3.
For this reason, the surface 6(w) is said to be isometrically imbedded in E3.
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24 SECOND FUNDAMENTAL FORM; CURVATURE
ON A SURFACE

While the image ©(Q) C E? of a three-dimensional open set Q C R3 by a smooth
enough immersion ® : Q C R? — E? is well defined by its “metric”, uniquely
up to isometries in E3 (provided ad hoc compatibility conditions are satisfied by
the covariant components g;; : 2 — R of its metric tensor; cf. Theorems 1.6-1
and 1.7-1), a surface given as the image 8(w) C E? of a two-dimensional open
set w C R? by a smooth enough immersion 6 : w C R? — E? cannot be defined
by its metric alone.

As intuitively suggested by Figure 2.4-1, the missing information is provided
by the “curvature” of a surface. A natural way to give substance to this oth-
erwise vague notion consists in specifying how the curvature of a curve on a
surface can be computed. As shown in this section, solving this question relies
on the knowledge of the second fundamental form of a surface, which naturally
appears for this purpose through its covariant components (Theorem 2.4-1).

.
s

Figure 2.4-1: A metric alone does not define a surface in E3. A flat surface ©o may be
deformed into a portion w; of a cylinder or a portion Wg of a cone without altering the length
of any curve drawn on it (cylinders and cones are instances of “developable surfaces”; cf.
Section 2.5). Yet it should be clear that in general &@p and @1, or @ and W2, or @1 and W,
are not identical surfaces modulo an isometry of E3!

»
NN
W
\

%
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Consider as in Section 2.1 a surface @ = 0(w) in E?, where w is an open
subset of R? and 0 : w C R? — E? is a smooth enough immersion. For each
Y € w, the vector

_ a(y) Nas(y)
%) = 1) A asly)

is thus well defined, has Euclidean norm one, and is normal to the surface & at
the point y = 0(y).

Remark. The denominator in the definition of as(y) may be also written as

la1(y) A as(y)| = Valy),

where a(y) := det(aqs(y)). This relation, which holds in fact even if a(y) = 0,
will be established in the course of the proof of Theorem 4.2-2. O

Fix y € w and consider a plane P normal to @ at § = 6(y), i.e., a plane that
contains the vector as(y). The intersection C = PN is thus a planar curve
on @.

As shown in Theorem 2.4-1, it is remarkable that the curvature of C at
y can be computed by means of the covariant components aog(y) of the first
fundamental form of the surface @ = 0(w) introduced in Section 2.2, together
with the covariant components bag(y) of the “second” fundamental form of ©.
The definition of the curvature of a planar curve is recalled in Figure 2.4-2.

o . . 1 .
If the algebraic curvature of C' at 7 is # 0, it can be written as = and R is

then called the algebraic radius of curvature of the curve C at y. This means
that the center of curvature of the curve C at § is the point (§ + Ras(y));
see Figure 2.4-3. While R is not intrinsically defined, as its sign changes in any
system of curvilinear coordinates where the normal vector as(y) is replaced by
its opposite, the center of curvature is intrinsically defined.

If the curvature of C at ¥ is 0, the radius of curvature of the curve C at m
is said to be infinite; for this reason, it is customary to still write the curvature

1. .
as — in this case.

1
Note that the real number — is always well defined by the formula given in

the next theorem, since the symmetric matrix (aqg(y)) is positive definite. This
implies in particular that the radius of curvature never vanishes along a curve
on a surface @(w) defined by a mapping 0 satisfying the assumptions of the next
theorem, hence in particular of class C? on w.

It is intuitively clear that if R = 0, the mapping 8 “cannot be too smooth”.
Think of a surface made of two portions of planes intersecting along a segment,
which thus constitutes a fold on the surface. Or think of a surface 8(w) with
0 € wand (y1,y2) = |y for some 0 < o < 1, so that 6 € Cl(w; E3) but
0 ¢ C*(w; E?): The radius of curvature of a curve corresponding to a constant
yo vanishes at y; = 0.
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Figure 2.4-2: Curvature of a planar curve. Let v be a smooth enough planar curve,
parametrized by its curvilinear abscissa s. Consider two points p(s) and p(s + As) with
curvilinear abscissae s and s + As and let A¢(s) be the algebraic angle between the two
normals v(s) and v(s + As) (oriented in the usual way) to v at those points. When As — 0,

the ratio M has a limit, called the “curvature” of v at p(s). If this limit is non-zero, its
inverse R is cglled the “algebraic radius of curvature” of v at p(s) (the sign of R depends on
the orientation chosen on 7).

The point p(s) + Rv(s), which is intrinsically defined, is called the “center of curvature”
of v at p(s): It is the center of the “osculating circle” at p(s), i.e., the limit as As — 0 of the
circle tangent to v at p(s) that passes through the point p(s+ As). The center of curvature is
also the limit as As — 0 of the intersection of the normals v(s) and v(s+ As). Consequently,
the centers of curvature of 7 lie on a curve (dashed on the figure), called “la développée” in
French, that is tangent to the normals to .

Theorem 2.4-1. Letw be an open subset of R?, let @ € C?(w; E3) be an injective
immersion, and let y € w be fized.

Consider a plane P normal to @ = @(w) at the point y = 60(y). The in-
tersection PN & is a curve C on @, which is the image C = 0(C) of a curve
C in the set w. Assume that, in a sufficiently small neighborhood of vy, the re-
striction of C' to this neighborhood is the image f(I) of an open interval I C R,
whgre f = f%q : I — R is a smooth enough injective mapping that satisfies
% (t)eq # 0, where t € I is such that y = f(t) (Figure 2.4-3).

1 N o~ .
Then the curvature = of the planar curve C at ¥y is given by the ratio

are,  df’
L basFS 0 S
B AP

aas(FO) G () 5 (1)

where aqg(y) are the covariant components of the first fundamental form of ©
at y (Section 2.1) and

bap(y) := az(y) - Oaap(y) = —0aaz(y) - ag(y) = bga(y).
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Figure 2.4-3: Curvature on a surface. Let P be a plane containing the vector
_ a1(y) Naa(y)
a3(y) = ——F—— =
la1(y) A az(y)]
= of the planar curve C = PN& = O(C) at § = O(y) is given by the ratio
dfe . dff
— (t) — (¢
7 O3 ®
dfe . dff

aas(FO) G (0 5 ()

where aq3(y) and bog(y) are the covariant components of the first and second funda-

, which is normal to the surface © = @(w). The algebraic curvature

1 ba,@(.f(t))

~ dfe
mental forms of the surface @ at y and d—{ (t) are the components of the vector tangent to

1 ~
the curve C = f(I) at y = f(t) = f*(t)eq. If B # 0, the center of curvature of the curve C'
at 7 is the point (7 4 Ras(y)), which is intrinsically defined in the Euclidean space E3.

1
Proof. (i) We first establish a well-known formula giving the curvature — of

a planar curve. Using the notations of Figure 2.4-2, we note that
sin Ag(s) =v(s) - T(s+ As) = —{v(s+ As) —v(s)} - (s + As),
o that 1 . Ad(s) . sin A¢(s) dv
A TAs S T A TR

(ii) The curve (0 o f)(I), which is a priori parametrized by t € I, can be
also parametrized by its curvilinear abscissa s in a neighborhood of the point 3.
There thus exist an interval I C I and a mapping p : J — P, where J C R is
an interval, such that

(B0 f)(t) =p(s) and (azo f)(t) =v(s) forallt € I, s € J.
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1 ~
By (i), the curvature = of C'is given by

1 dv

=== r0s),
where

V(o= M@ D) 8 a0
r(s) = () = —d("d‘; g <t>%
B B
= 95007 (1) S = as (7)) T

Hence

B
= —daas (1) - as(F) S (0 L) (L)

1
To obtain the announced expression for = it suffices to note that

—0aas(f(t)) - ap(f(t)) = bap(F(1)),

by definition of the functions b,g and that (Theorem 2.3-1 (b))

1 a &} 1/2
as = {yaus v’} = {aas(r ) S 0 L)} e

O

The knowledge of the curvatures of curves contained in planes normal to @
suffices for computing the curvature of any curve on &W. More specifically, the
radius of curvature R at 7 of any smooth enough curve C (planar or not) on the
cos ¢

1
surface @ is given by =5 where ¢ is the angle between the “principal

~ L~ .. .
normal” to C at y and as(y) and = is given in Theorem 2.4-1; see, e.g., Stoker

[1969, Chapter 4, Section 12].

The elements ba3(y) of the symmetric matrix (bog(y)) defined in Theorem
2.4-1 are called the covariant components of the second fundamental
form of the surface © = O(w) at y = 0(y).

2.5 PRINCIPAL CURVATURES; GAUSSIAN
CURVATURE

The analysis of the previous section suggests that precise information about the
shape of a surface @ = @(w) in a neighborhood of one of its points ¥ = 0(y)
can be gathered by letting the plane P turn around the normal vector as(y)
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and by following in this process the variations of the curvatures at 7 of the
corresponding planar curves P N @, as given in Theorem 2.4-1.

As a first step in this direction, we show that these curvatures span a compact
interval of R. In particular then, they “stay away from infinity”.

Note that this compact interval contains 0 if, and only if, the radius of
curvature of the curve P N & is infinite for at least one such plane P.

Theorem 2.5-1. (a) Let the assumptions and notations be as in Theorem 2.4-1.
For a fixred y € w, consider the set P of all planes P normal to the surface

W= 0(w) at § = 0(y). Then the set of curvatures of the associated planar

1 1
curves PN©, P € P, is a compact interval of R, denoted | ——, ———1.
Ri(y)” Ra(y)

(b) Let the matriz (b3(y)), a being the row index, be defined by

b5 (y) == " (y)bao (y),

where (a*?(y)) = (aap(y)) ™" (Section 2.2) and the matriz (bos(y)) is defined as
in Theorem 2.4-1. Then

=bi(y) +b3(y),

det(bas(y))
= bl (y)b3(y) — B (y)bh(y) = e
R1(y)R2(y) 1(y) Q(y) 1(y) Q(y) det(a(yg(y))
(c) If L #* L there is a unique pair of orthogonal planes P, € P
Ri(y) ” Ra(y)’ -
and Py € P such that the curvatures of the associated planar curves Py N© and
1
P> N are precisely and

Ri(y) Ra(y)’

Proof. (i) Let A(P) denote the intersection of P € P with the tangent plane
T to the surface @ at 7, and let C(P) denote the intersection of P with &. Hence
A(P) is tangent to C(P) at §j € &.

In a sufficiently small neighborhood of  the restriction of the curve C (P)
to this neighborhood is given by C(P) = (6 o f(P))(I(P)), where I(P) C R
is an open interval and f(P) = f*(P)e, : I(P) — R? is a smooth enough

«

injective mapping that satisfies df*(P) (t)eq # 0, where t € I(P) is such that
y = f(P)(t). Hence the line A(P) is given by

ap) = {5280 ) 5 e v = 4 A anw)r e B,
where £ ;= deiP) (t) and £%e, # 0 by assumption.

Since the line {y+ué%eqs; p € R} is tangent to the curve C(P) := 0_1(6(P))
at y € w (the mapping 6 : w — R3 is injective by assumption) for each
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such parametrizing function f(P) : I(P) — R? and since the vectors aq(y)
are linearly independent, there exists a bijection between the set of all lines
A(P) C T, P € P, and the set of all lines supporting the nonzero tangent
vectors to the curve C'(P).

Hence Theorem 2.4-1 shows that when P varies in P, the curvature of the
corresponding curves C' = C'(P) at y takes the same values as does the ratio

(ii) Let the symmetric matrices A and B of order two be defined by

A = (aas(y)) and B := (bas(y)).

Since A is positive definite, it has a (unique) square root C, i.e., a symmetric
positive definite matrix C such that A = C2. Hence the ratio

bas(y)€2e®  €'BE  nTC'BC !y
aap(y)E”  eTAE n'n

is nothing but the Rayleigh quotient associated with the symmetric matrix
C~!BC~!. When 7 varies in R? — {0}, this Rayleigh quotient thus spans the

compact interval of R whose end-points are the smallest and largest eigenvalue,

1 1
respectively denoted and of the matrix C"'BC~! (for a proof,

Ri(y)  Ra(y)’
see, e.g., Ciarlet [1982, Theorem 1.3-1]). This proves (a).

Furthermore, the relation

, where n = C¢,

c(c'BC H)Cc'=BC? =BA!

shows that the eigenvalues of the symmetric matrix C"'BC~! coincide with
those of the (in general non-symmetric) matrix BA~!. Note that BA™! =
(b3(y)) with b3(y) = aP(y)bao(y), @ being the row index, since A~! =

(@ (y)).
Hence the relations in (b) simply express that the sum and the product of
the eigenvalues of the matrix BA ™! are respectively equal to its trace and to its

det(b

determinant, which may be also written as det(bas(y)) since BA™! = (b2(y)).
det(aap(y))

This proves (b).

1 1 1
(iii) Let 1, = <77;> = C¢, and n, = (72) = C&,, with §; = ( ;) and
n n

1
& = <§§> , be two orthogonal (nTn, = 0) eigenvectors of the symmetric matrix
2

1
C~'BC™!, corresponding to the eigenvalues and ———, respectively.

1
Ri(y) Ra(y)

0=nin, =& CTCE =€ AL, =0,

Hence
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since CT = C. By (i), the corresponding lines A(P;) and A(P,) of the tangent

plane are parallel to the vectors {{'a,(y) and fg ag(y), which are orthogonal
since

{€2aa(y)} - {€fas(y)} = ans(y)Enel = €1 AE,.
1 1

f —— # ———, the directions of the vectors n; and n, are uniquely
Ri(y) © Ra(y)

determined and the lines A(P;) and A(Pz) are likewise uniquely determined.

This proves (c). O

We are now in a position to state several fundamental definitions:

The elements b2 (y) of the (in general non-symmetric) matrix (b2(y)) de-
fined in Theorem 2.5-1 are called the mixed components of the second
fundamental form of the surface @ = 0(w) at § = 0(y).

1 1
The real numbers and one or both possibly equal to 0) found
) ™ ) | )

in Theorem 2.5-1 are called the principal curvatures of & at 7.

1 1 ~ .
If —— = ———, the curvatures of the planar curves PN are the same in

Ri(y)  Ra(y) , )
all directions, i.e., for all P € P. If —— =
Ri(y)  Ra(y)

1 ~ . . .
called a planar point. If ——— = —— # 0,7 is called an umbilical point.

Ri(y)  Ra(y)

It is remarkable that, if all the points of & are planar, then & is a portion
of a plane. Likewise, if all the points of & are umbilical, then & is a portion of
a sphere. For proofs, see, e.g., Stoker [1969, p. 87 and p. 99].

Let § = 0(y) € @ be a point that is neither planar nor umbilical; in other
words, the principal curvatures at § are not equal. Then the two orthogonal
lines tangent to the planar curves Py N& and P, N & (Theorem 2.5-1 (c)) are
called the principal directions at 7.

A line of curvature is a curve on @ that is tangent to a principal direction
at each one of its points. It can be shown that a point that is neither planar
nor umbilical possesses a neighborhood where two orthogonal families of lines
of curvature can be chosen as coordinate lines. See, e.g., Klingenberg [1973,
Lemma 3.6.6].

1
1t Ri(y) # 0 and Ra(y)

the principal radii of curvature of © at 3. If, e.g.,

= 0, the point § = 0(y) is

# 0, the real numbers R;(y) and Ry(y) are called

1
Ri(y)
ing radius of curvature R;(y) is said to be infinite, according to the convention
made in Section 2.4. While the principal radii of curvature may simultaneously
change their signs in another system of curvilinear coordinates, the associated

centers of curvature are intrinsically defined.

1/ 1 1 1
The numbers —| —/—— + -—_— and —_————
2 (R1 (v) Rz(y)) Ri(y)Ra(y)

invariants of the matrix (b2(y)) (Theorem 2.5-1), are respectively called the
mean curvature and the Gaussian, or total, curvature of the surface &
at 7.

= 0, the correspond-

, which are the principal
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A point on a surface is an elliptic, parabolic, or hyperbolic, point ac-
cording as its Gaussian curvature is > 0,= 0 but it is not a planar point,
or < 0; see Figure 2.5-1.

An asymptotic line is a curve on a surface that is everywhere tangent to
a direction along which the radius of curvature is infinite; any point along an
asymptotic line is thus either parabolic or hyperbolic. It can be shown that,
if all the points of a surface are hyperbolic, any point possesses a neighborhood
where two intersecting families of asymptotic lines can be chosen as coordinate
lines. See, e.g., Klingenberg [1973, Lemma 3.6.12].

As intuitively suggested by Figure 2.4-1, a surface in R® cannot be defined
by its metric alone, i.e., through its first fundamental form alone, since its
curvature must be in addition specified through its second fundamental form.
But quite surprisingly, the Gaussian curvature at a point can also be expressed
solely in terms of the functions ang and their derivatives! This is the celebrated
Theorema Egregium (“astonishing theorem”) of Gauf} [1828]; see Theorem 2.6.2
in the next section.

Another striking result involving the Gaussian curvature is the equally cel-
ebrated GauB3-Bonnet theorem, so named after Gaufi [1828] and Bonnet
[1848] (for a “modern” proof, see, e.g., Klingenberg [1973, Theorem 6.3-5] or
do Carmo [1994, Chapter 6, Theorem 1]): Let S be a smooth enough, “closed”,
“orientable”, and compact surface in R® (a “closed” surface is one “without
boundary”, such as a sphere or a torus; “orientable” surfaces, which exclude for
instance Klein bottles, are defined in, e.g., Klingenberg [1973, Section 5.5]) and
let K : S — R denote its Gaussian curvature. Then

/SK@) da(y) = 2m(2 — 29(9)),

where the genus ¢(S) is the number of “holes” of S (for instance, a sphere
has genus zero, while a torus has genus one). The integer x(S) defined by
x(S) := (2 —2¢(9)) is the Euler characteristic of ©.

According to the definition of Stoker [1969, Chapter 5, Section 2], a devel-
opable surface is one whose Gaussian curvature vanishes everywhere. Devel-
opable surfaces are otherwise often defined as “ruled” surfaces whose Gaussian
curvature vanishes everywhere, as in, e.g., Klingenberg [1973, Section 3.7]). A
portion of a plane provides a first example, the only one of a developable surface
all points of which are planar. Any developable surface all points of which are
parabolic can be likewise fully described: It is either a portion of a cylinder,
or a portion of a cone, or a portion of a surface spanned by the tangents to a
skewed curve. The description of a developable surface comprising both planar
and parabolic points is more subtle (although the above examples are in a sense
the only ones possible, at least locally; see Stoker [1969, Chapter 5, Sections 2
to 6]).

The interest of developable surfaces is that they can be, at least locally,
continuously “rolled out”, or “developed” (hence their name), onto a plane,
without changing the metric of the intermediary surfaces in the process.
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Figure 2.5-1: Different kinds of points on a surface. A point is elliptic if the Gaussian
curvature is > 0 or equivalently, if the two principal radii of curvature are of the same sign;
the surface is then locally on one side of its tangent plane. A point is parabolic if exactly one
of the two principal radii of curvature is infinite; the surface is again locally on one side of its
tangent plane. A point is hyperbolic if the Gaussian curvature is < 0 or equivalently, if the
two principal radii of curvature are of different signs; the surface then intersects its tangent
plane along two curves.
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More details about these various notions are found in classic texts such as
Stoker [1969], Klingenberg [1973], do Carmo [1976], Berger & Gostiaux [1987],
Spivak [1999], or Kiihnel [2002].

2.6 COVARIANT DERIVATIVES OF A VECTOR
FIELD DEFINED ON A SURFACE; THE GAUSS
AND WEINGARTEN FORMULAS

As in Sections 2.2 and 2.4, consider a surface & = 0(w) in E?, where 0 : w C
R2? — E3 is a smooth enough injective immersion, and let

sy . 1(y) ANas(y)
@)= o ) Aaa)
Then the vectors a,(y) (which form the covariant basis of the tangent plane to
W at g = 0(y); see Figure 2.1-1) together with the vector as(y) (which is normal
to @ and has Euclidean norm one) form the covariant basis at .

Let the vectors a®(y) of the tangent plane to @ at § be defined by the rela-
tions a®(y) - ag(y) = 5. Then the vectors a®(y) (which form the contravariant
basis of the tangent plane at ¥; see again Figure 2.1-1) together with the vec-
tor a®(y) form the contravariant basis at 7; see Figure 2.6-1. Note that the
vectors of the covariant and contravariant bases at 7 satisfy

, YEew.

a'(y) - a;(y) = 05

Suppose that a vector field is defined on the surface @. One way to define
such a field in terms of the curvilinear coordinates used for defining the surface
@ consists in writing it as n;a’ : w — R3, ie., in specifying its covariant
components 7; : w — R over the vector fields a’ formed by the contravariant
bases. This means that n;(y)a’(y) is the vector at each point § = 8(y) € ©
(Figure 2.6-1).

Our objective in this section is to compute the partial derivatives 0, (n;a’)
of such a vector field. These are found in the next theorem, as immediate conse-
quences of two basic formulas, those of Gauf8 and Weingarten. The Christoffel
symbols “on a surface” and the covariant derivatives of a vector field defined on
a surface are also naturally introduced in this process.

A word of caution. The Christoffel symbols “on a surface” introduced in
this section and the next one, viz., Lo and I'y3-, are thus denoted by the same
symbols as the “three-dimensional” Christoffel symbols introduced in Sections
1.4 and 1.5. No confusion should arise, however. [l

Theorem 2.6-1. Let w be an open subset of R? and let 6 € C*(w; E3) be an
1Mmersion.

(a) The derivatives of the vectors of the covariant and contravariant bases
are given by

Oaap = I'? 5a0 + bapas and 0qa® = —TP _a’ + bla?,
Oaas = 0pa® = —byga® = —bZa,,
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A

Figure 2.6-1: Contravariant bases and vector fields along a surface. At each point ¥ =
O(y) € @ = O(w), the three vectors a'(y), where a®(y) form the contravariant basis of the

AN
tangent plane to @ at § (Figure 2.1-1) and a3(y) = a1(y) A az(y)
lai(y) A az(y)l
basis at y. An arbitrary vector field defined on & may then be defined by its covariant
components 7; : w — R. This means that n;(y)a*(y) is the vector at the point g.

, form the contravariant

where the covariant and mived components boz and b2 of the second fundamental
form of & are defined in Theorems 2.4-1 and 2.5-1 and

ap = a’ - Oaag.
(b) Let there be given a vector field n;a® : w — R with covariant components
ni € CY(w). Then m;a’ € C*(w) and the partial derivatives dq(n;a’) € C°(w) are

given by

Oa(mia’) = (9anp — 2410 — bagnz)a’ + (Oams + bins)a®
= (77,6|a - ba;ﬂ%)aﬁ + (773|a + bg%)a?’,

where

Ngla = Oatp — I'ggne and n3jq = dans.
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Proof. Since any vector ¢ in the tangent plane can be expanded as ¢ =
(c-ag)a’ = (c-a”)a,, since d,a® is in the tangent plane (9,a®-a® = 19, (a®-
a®) = 0), and since d,a® - ag = —bss (Theorem 2.4-1), it follows that

da® = ((%a3 . ag)aﬁ = —bagaﬁ.

This formula, together with the definition of the functions b2 (Theorem
2.5-1), implies in turn that

Onaz = (Onas -a’)a, = —bag(aﬂ -a’)a, = —bagaﬁ"a,I = -bla,.
Any vector ¢ can be expanded as ¢ = (¢- a')a; = (¢-aj)a’. In particular,
Onap = (0nas - a%)a, + (Onas - a)az = I'2sas + bapas,
by definition of I'] 5 and bag. Finally,
000’ = (000’ - a,)a’ + (0na” - az)a® = -T2 _a” + bla?,

since
na’ a3 = —a® - d,a3 = b?a, .a’ = bg.
That n;a’ € C(w) if 7; € C'(w) is clear since a’ € C'(w) if @ € C?(w; E?).

The formulas established supra immediately lead to the announced expression
of 9, (mia®). O

The relations (found in Theorem 2.6-1)
Oaag =17 ga, + bagas and dqa’ = —T8_a® +bPa’

and

Otz = 0,a® = —bopa® = —bJa,,

respectively constitute the formulas of Gauf3 and Weingarten. The functions
(also found in Theorem 2.6-1)

ngla = Oanp — Lopne and n31q = Gans

are the first-order covariant derivatives of the vector field n;a’ : w — R?,
and the functions

ap =a’ -O0aag = —0,a° - ag

are the Christoffel symbols of the second kind (the Christoffel symbols of
the first kind are introduced in the next section).
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Remark. The Christoffel symbols I'] ; can be also defined solely in terms
of the covariant components of the first fundamental form; see the proof of
Theorem 2.7-1 d

The definition of the covariant derivatives 1,3 = dna — L' gm0 of a vector
field defined on a surface 8(w) given in Theorem 2.6-1 is highly reminiscent of
the definition of the covariant derivatives v;; = 0;v; — I'j;v, of a vector field
defined on an open set ©(Q2) given in Section 1.4. However, the former are
more subtle to apprehend than the latter. To see this, recall that the covariant
derivatives v;); = djv; — Ffjvp may be also defined by the relations (Theorem
1.4-2)

v;);9° = 0;(vig").

By contrast, even if only tangential vector fields n,a® on the surface 6(w)
are considered (i.e., vector fields n;a’ : w — R? for which 3 = 0), their covariant
derivatives g3 = OgNa — L2 7o satisfy only the relations

Najpa® =P {9s(naa)},

where P denotes the projection operator on the tangent plane in the direction
of the normal vector (i.e., P(c;a") := c,a®), since

Ip(naa®) = najpa® + bin.a®

for such tangential fields by Theorem 2.6-1. The reason is that a surface has
in general a nonzero curvature, manifesting itself here by the “extra term”
bgnaa3. This term vanishes in w if @ is a portion of a plane, since in this
case by = bag = 0. Note that, again in this case, the formula giving the partial
derivatives in Theorem 2.9-1 (b) reduces to

Da(mia’) = (110)ar’

2.7 NECESSARY CONDITIONS SATISFIED BY THE
FIRST AND SECOND FUNDAMENTAL FORMS:
THE GAUSS AND CODAZZI-MAINARDI
EQUATIONS; GAUSS’ THEOREMA EGREGIUM

It is remarkable that the components ang = g : w — R and bog = bga : w — R
of the first and second fundamental forms of a surface 8(w), defined by a smooth
enough immersion 8 : w — E3, cannot be arbitrary functions.

As shown in the next theorem, they must satisfy relations that take the
form:

8[3Fom7— - 8UF(XﬁT + Fggraru - Fggrﬁru = b(yabﬁf - b(yﬁbm— in w,
8{317&0 - 8abo¢[3 + Fgabﬂli — Fgﬁbgu =0in w,

where the functions I'ag; and I'] 5 have simple expressions in terms of the func-
tions aqp and of some of their partial derivatives (as shown in the next proof,



Sect. 2.7] Necessary conditions satisfied by the fundamental forms 83

it so happens that the functions I'7 5 as defined in Theorem 2.7-1 coincide with
the Christoffel symbols introduced in the previous section; this explains why
they are denoted by the same symbol).

These relations, which are meant to hold for all o, 3,0,7 € {1,2}, respec-
tively constitute the Gauf3, and Codazzi-Mainardi, equations.

Theorem 2.7-1. Let w be an open subset of R?, let @ € C3(w; E?) be an im-
mersion, and let

Ao 1= 0,0 - 9360 and by = 030 - { 916 N 0260 }

0,0 A 90

denote the covariant components of the first and second fundamental forms of
the surface (w). Let the functions Topr € C'(w) and T4 € CH(w) be defined
by

Topr = %(8,3%7 + O0ntpr — 0raa3),
I'es = a’ Tapr where (a77) = (aap) ™t
Then, necessarily,
08l aor — Ol apr + FZ,BFUW — T8 Tgru = bacbsr — bagber in w,
0gbao — Osbap + 'L bg — I‘gﬂb[m =0 in w.
Proof. Let aq, = 0,0. It is then immediately verified that the functions
I'op3r are also given by

Faﬁ-,— = 8aa5 cQr.

a; N\ as

Let as = and, for each y € w, let the three vectors a’ (y) be defined

a1 A as| 4
by the relations a’ (y)-a;(y) = 6. Since we also have a® = a*?a,, and a® = as,
the last relations imply that I'y 5 = Oqag - a?, hence that

Jaap = Fgﬁaa + bagas,

since Oyap = (0nap - a%)a, + (Onap - a®)as. Differentiating the same relations
yields
8ar(yﬂf = 8aaa[3 cQr + 8()(0/[3 : 800/7—;

so that the above relations together give
Daag - 0yar = Fgﬁau - Opar + bopas - O, = FZBFMH + bagbor-
Consequently,
Oooas - ar = 0T apr — I‘ZBI‘MM — bagbor-
Since Jpoas = Jupas, we also have

8wa5 cQr = (‘%FWT — FgUFgm — baabﬁf-
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Hence the Gauf} equations immediately follow.
Since d,az = (0naz - ay)a’ + (O,as - az)a® and d,a3 - a, = —byy =
—0a0s - a3, We have
Oqa3 = —bysa’.

Differentiating the relations bog = Onag - a3, we obtain
Osbap = Oucap - a3 + 0qas - Osas3.

This relation and the relations d,ag = I‘gﬁag + bogas and Jyas = —bys,a’
together imply that
daag - Oyaz = —Fgﬁbw.

Consequently,
80“7&[3 -az = 80130(5 + Fggbau-

Since Jpoap = Jupas, wWe also have
80“7&[3 -az = 85130(0 + Fggbgu.

Hence the Codazzi-Mainardi equations immediately follow. O

Remark. The vectors a, and a” introduced above respectively form the
covariant and contravariant bases of the tangent plane to the surface 8(w), the
unit vector az = a® is normal to the surface, and the functions a®” are the
contravariant components of the first fundamental form (Sections 2.2 and 2.3).

O

As shown in the above proof, the Gaul and Codazzi-Mainardi equations
thus simply constitute a re-writing of the relations dyra3 = Jnga, in the form
of the equivalent relations Jns@p - @r = Jnglo - a7 and Oneag- a3 = Jupae - as3.

The functions

1
Paﬁ‘r - 5(860417 + aozalﬁ‘r - a‘raaﬁ) - aaaﬁ Q- = Fﬁar

and
FZB = aaTFagT = 8aa5 -a’ = F%a

are the Christoffel symbols of the first, and second, kind. We recall that
the Christoffel symbols of the second kind also naturally appeared in a different
context (that of covariant differentiation; cf. Section 2.6).

Finally, the functions

S‘raﬁ(r = aﬁraar - ao'raﬁr + FZBFG'TM - Fggrﬁru

are the covariant components of the Riemann curvature tensor of the
surface 0(w).

The definitions of the functions I'f 5 and T'a - imply that the sizteen Gaufs
equations are satisfied if and only if they are satisfied for a = 1,0 = 2,
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o =1, 7 =2 and that the Codazzi-Mainardi equations are satisfied if and only
if they are satisfied for a =1, =2, c =1land a =1, § = 2, 0 = 2 (other
choices of indices with the same properties are clearly possible).

In other words, the Gaufl equations and the Codazzi-Mainardi equations in
fact respectively reduce to one and two equations.

Letting a =2, =1, 0 =2, 7 = 1 in the Gauf} equations gives in particular

S1212 = det(bag).

Consequently, the Gaussian curvature at each point @(y) of the surface 6(w)
can be written as

1 _ Si2e(y)
- Y y E w?
Ri(y)Ra(y)  det(aas(y))
1 det(bq . . .
since _ detlbas(y) (Theorem 2.5-1). By inspection of the function

Ri(y)Ra2(y)  det(aas(y))
S1212, we thus reach the astonishing conclusion that, at each point of the surface,

a notion involving the “curvature” of the surface, viz., the Gaussian curvature,
1s entirely determined by the knowledge of the “metric” of the surface at the
same point, viz., the components of the first fundamental forms and their partial
derivatives of order < 2 at the same point! This startling conclusion naturally
deserves a theorem:

Theorem 2.7-2. Let w be an open subset of R?, let @ € C3(w; E3) be an im-
mersion, let agg = 0,0-030 denote the covariant components of the first funda-
mental form of the surface @(w), and let the functions T'ogr and Si212 be defined

by
1
Faﬁr = 5(860417 + aozalﬁ‘r - a‘raaﬁ)v
1
S1212 1= 5(23126112 — O11a29 — Oazan1) + a“P(T12aT125 — T11al225).

Then, at each point 8(y) of the surface 8(w), the principal curvatures ﬁ(y)
and ﬁ(y) satisfy
1 S1212(y)

Ri(y)Ra(y)  det(ans(y))” € w.

Theorem 2.7-2 constitutes the famed Theorema Egregium of Gauf} [1828],
so named by Gauf8 who had been himself astounded by his discovery.

2.8 EXISTENCE OF A SURFACE WITH
PRESCRIBED FIRST AND SECOND
FUNDAMENTAL FORMS

Let M?,S?, and S2 denote the sets of all square matrices of order two, of all
symmetric matrices of order two, and of all symmetric, positive definite matrices
of order two.



86 Differential geometry of surfaces [Ch. 2

So far, we have considered that we are given an open set w C R? and a
smooth enough immersion @ : w — E3, thus allowing us to define the fields
(aap) : w — S2 and (bap) : w — S?, where aag : w — R and bag : w — R
are the covariant components of the first and second fundamental forms of the
surface 6(w) C E?.

Note that the immersion @ need not be injective in order that these matrix
fields be well defined.

We now turn to the reciprocal questions:

Given an open subset w of R? and two smooth enough matrix fields (aag) :
w — S2 and (bag) : w — S?, when are they the first and second fundamental
forms of a surface @(w) C E3, i.e., when does there exist an immersion 0 : w —
E? such that

810/\820 } n w?

Aap = 0a0 - 030 and byg = 0up0 - {m

If such an immersion exists, to what extent is it unique?

The answers to these questions turn out to be remarkably simple: If w is
simply-connected, the necessary conditions of Theorem 2.7-1, i.e., the Gauf
and Codazzi-Mainardi equations, are also sufficient for the existence of such an
immersion. If w is connected, this immersion is unique up to isometries in E3.

Whether an immersion found in this fashion is injective is a different issue,
which accordingly should be resolved by different means.

Following Ciarlet & Larsonneur [2001], we now give a self-contained, com-
plete, and essentially elementary, proof of this well-known result. This proof
amounts to showing that it can be established as a simple corollary to the fun-
damental theorem on flat Riemannian manifolds established in Theorems 1.6-1
and 1.7-1 when the manifold is an open set in R3.

This proof has also the merit to shed light on the analogies (which cannot
remain unnoticed!) between the assumptions and conclusions of both existence
results (compare Theorems 1.6-1 and 2.8-1) and both uniqueness results (com-
pare Theorems 1.7-1 and 2.9-1).

A direct proof of the fundamental theorem of surface theory is given in
Klingenberg [1973, Theorem 3.8.8], where the global existence of the mapping 6
is based on an existence theorem for ordinary differential equations, analogous
to that used in part (ii) of the proof of Theorem 1.6-1. A proof of the “local”
version of this theorem, which constitutes Bonnet’s theorem, is found in, e.g.,
do Carmo [1976].

This result is another special case of the fundamental theorem of Rieman-
nian geometry alluded to in Section 1.6. We recall that this theorem asserts that
a simply-connected Riemannian manifold of dimension p can be isometrically
immersed into a Euclidean space of dimension (p 4 ¢) if and only if there exist
tensors satisfying together generalized Gaufs, and Codazzi-Mainardi, equations
and that the corresponding isometric immersions are unique up to isometries in
the Euclidean space. A substantial literature has been devoted to this theorem
and its various proofs, which usually rely on basic notions of Riemannian geom-
etry, such as connections or normal bundles, and on the theory of differential
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forms. See in particular the earlier papers of Janet [1926] and Cartan [1927]
and the more recent references of Szczarba [1970], Tenenblat [1971], Jacobowitz
[1982], and Szopos [2005].

Like the fundamental theorem of three-dimensional differential geometry,
this theorem comprises two essentially distinct parts, a global existence result
(Theorem 2.8-1) and a uniqueness result (Theorem 2.9-1), the latter being also
called rigidity theorem. Note that these two results are established under dif-
ferent assumptions on the set w and on the smoothness of the fields (aq3) and
(bag)-

These existence and uniqueness results together constitute the fundamen-
tal theorem of surface theory.

Theorem 2.8-1. Let w be a connected and simply-connected open subset of R?
and let (anp) € C3(w;S2) and (bag) € C?(w;S?) be two matriz fields that satisfy
the Gaufl and Codazzi-Mainardi equations, viz.,
aﬁraar - ao'raﬁr + FZBFG'TM - Fggrﬁru = baabﬁ‘r - baﬁba‘r in W,
8gba0 — ({)gbag + It bg, — Fgﬁbgu =0 in w,

where

1
Faﬁr = §(aﬁaa‘r + aaaﬁ‘r - a‘raaﬁ)v

op = 0" Topr where (a77) 1= (aap) "

Then there exists an immersion 0 € C3(w; E3) such that

B B D10 N0 | .
tap = 0a0 - 030 and bag = Dapb - {m} in w.

Proof. The proof of this theorem as a corollary to Theorem 1.6-1 relies
on the following elementary observation: Given a smooth enough immersion
0:w — E? and € > 0, let the mapping © : w x |—¢,¢[ — E? be defined by

O(y,xz3) := 0(y) + x3a3(y) for all (y,x3) € w x |—¢,¢],

010 N 020

AT PRI and let
BN

where a3 :=

gij = 819 . @@
Then an immediate computation shows that
JaB = Gap — 223bap + x%cag and g;3 = d;3 in w X |—¢, ¢,

where a3 and b, are the covariant components of the first and second funda-
mental forms of the surface 8(w) and copg := a%"baobsr.

Assume that the matrices (g;;) constructed in this fashion are invertible,
hence positive definite, over the set w x |—¢, ¢ (they need not be, of course; but
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the resulting difficulty is easily circumvented; see parts (i) and (viii) below).
Then the field (g;;) : wx]—¢,e[ — S2 becomes a natural candidate for applying
the “three-dimensional” existence result of Theorem 1.6-1, provided of course
that the “three-dimensional” sufficient conditions of this theorem, viz.,

@Fikq — 8kl“ijq + Ffjl“kqp — kaqup =01in Q,

can be shown to hold, as consequences of the “two-dimensional” Gaufl and
Codazzi-Mainardi equations. That this is indeed the case is the essence of the
present proof (see parts (i) to (vii)).

By Theorem 1.6-1, there then exists an immersion © : w x |—¢, [ — E3 that
satisfies g;; = 0,0 0,0 in w x |—¢, g[. It thus remains to check that 6 := ©(-,0)
indeed satisfies (see part (ix))

810 A 820 } .
m w.

Aap = 0a0 - 030 and byg = 0unp0 - {m

The actual implementation of this program essentially involves elementary,
albeit sometimes lengthy, computations, which accordingly will be omitted for
the most part; only the main intermediate results will be recorded. For clarity,
the proof is broken into nine parts, numbered (i) to (ix).

To avoid confusion with the “three-dimensional” Christoffel symbols, those
“on a surface” will be denoted Cg4 and Cagr in this proof (and only in this
proof).

(i) Given two matriz fields (ans) € C?(w;S2) and (bas) € C*(w;S?), let the
matriz field (gi;) € C*(w x R;S?) be defined by
Jap 1= Aap — 2¢3bas + mgc(w and g;3 := ;3 in w X R
(the variable y € w is omitted; x3 designates the variable in R), where
cap = bl bgr and b}, := a"" by in w.

Let wy be an open subset of R? such that Wy is a compact subset of w. Then
there exists €9 = €g (wo)_> 0 such that the symmetric matrices (gi;) are positive
definite at all points in Qg, where

Qo := wo X |—€0, €0] -
Besides, the elements of the inverse matriz (gP?) are given in Qo by

gaﬁ — Z(n + 1)xgaaa(Bn>g and ¢ = 653,
n>0

where
(B)2 := b7 and (B™)? := b3 - forn>2,

On

1.€., (B”)g designates for any n > 0 the element at the o-th row and (-th
column of the matriz B". The above series are absolutely convergent in the
space C%(Qo).
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Let a priori g*° = Y om0 x?h%ﬁ where h%ﬁ are functions of y € Wy only, so
that the relations g*’gg, = 6 read
hgﬁag-r + xg(h(llﬁag-r — 2hgﬁbﬁ7—)

+ Y af(hyPage — 2137 bgr + bl yesr) = 67
n>2

It is then easily verified that the functions h%? are given by
heP = (n+1)a® (B™)?, n >0,

so that

g™h = Z(n + 1)aa*?bgt - -bEH.
n>0

It is clear that such a series is absolutely convergent in the space C?(wg x
[—e0,€0]) if €9 > 0 is small enough.

(ii) The functions Cgg being defined by
Cap = a" Copr,
where
(a°T) := (aap) " and Cup, = %((%am + 0napr — 0-0a3),
define the functions

bLlg = Dby, + CF b — CF 50,

baﬁ\a = 817()0(5 - Cgo'bﬁlf« - Cgabaﬂ = bﬁa\a-
Then
bols = a”"bao|g and bao|s = as+b7 |3

Furthermore, the assumed Codazzi-Mainardi equations imply that
b;|ﬁ = bg|a and baa|[3 = baﬁ\a'

The above relations follow from straightforward computations based on the
definitions of the functions b}, and b,s|,. They are recorded here because they
play a pervading réle in the subsequent computations.

(ili) The functions g;; € CQ@O) and g € C? (Qo) being defined as in part (i),
define the functions T'ij, € C'(Qo) and T, € CH(Qo) by

1
Fijq = 5(8jgiq + &'gjq — 8qgij) and Ffj = gpql“ijq.
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Then the functions I'yjjq = I'jiq and I‘p = I‘p have the following expressions:

Topo = Capo — 23(0]|30re + 2C] 5bro) + 23 (0] |3bro + Chpcro),
Faps = —Tass = bag — T3¢as,

sz =T'sps = I's3q =0,

Fgﬁ = CZ[B - Zn>0 x§+1bg|g(B”)Z,

Fiﬁ = bag — T3CaB,

F§3 = Z >0 Bn“ ga

1“35 =T%, =0,

where the functions cqg, (B™)2, and b7 |g are defined as in parts (i) and (ii).
All computations are straightforward. We simply point out that the assumed
Codazzi-Mainardi equations are needed to conclude that the factor of x3 in the
function I'p g, is indeed that announced above. We also note that the compu-
tation of the factor of 23 in [, relies in particular on the easily established
relations
OacCpo = bg|abw + W labus + CL apCon T Chocs

(iv) The functions T;;; € CH(Q0) and ry e CH(Qo) being defined as in
part (iii), define the functions Ryji € C°(Qp) by
Ryijr = 0jTing — Oklijq + T3 Thgp — TiLigp-
Then, in order that the relations
Ryiji = 0 in Qo
hold, it is sufficient that
Ri212 =0, Ra2p3 =0, Rasps=0in Qo.

The above definition of the functions R4, and that of the functions I';jq,
and I‘fj (part (iii)) together imply that, for all 4, j, k, g,
Rgijk = Rjrgi = —Ryqikj
Ryij =0if j =k or ¢ =1.
Consequently, the relation Rj212 = 0 implies that Rog,- = 0, the relations
Raop3 = 0 imply that Ry = 0 if exactly one index is equal to 3, and finally,

the relations Ra3s3 = 0 imply that Ry, = 0 if exactly two indices are equal
to 3.

(v) The functions

R(y3[33 = 8[3F330¢ - 83F3[3a + F§BF3(yp - Fggrﬁozp
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satisfy
Ra3ps =0 in ﬁo.

These relations immediately follow from the expressions found in part (iii)
for the functions I';;, and Ffj. Note that neither the Gaufl equations nor the
Codazzi-Mainardi equations are needed here.

(vi) The functions
Razps = 0T 230 — 030280 + Tl 50p — T53T 50y

satisfy
Raop3 =0 in ﬁo.

The definitions of the functions gng (part (i)) and I';;; (part (iii)) show that
08T 230 — 03280 = (02bag — Oabag) + x3(0ac2p — O2cap).
Then the expressions found in part (iii) show that
T8 5T30p — Th30pap = T3, 260 — [53T0p0
= gﬁb% - Cgﬁbaa
+ 23(b5 | gbac — | ab20 + C35cac — Cpc20),
and the relations Rn333 = 0 follow by making use of the relations
Oacpo = bjlabor + b5labus + Cgﬁco'p, +Ch . cap
together with the relations
O2bag — Oabap + Cggbay — CIgbas = 0,
which are special cases of the assumed Codazzi-Mainardi equations.
(vii) The function
Ri212 := 01921 — 9oTo11 + T o1y — T5,T11,

satisfies _
R1212 =0 in Qo.

The computations leading to this relation are fairly lengthy and they require
some care. We simply record the main intermediary steps, which consist in
evaluating separately the various terms occurring in the function Ry215 rewritten
as

Ri212 = (01221 — 02T'211) + (T{2TM126 — I'(1T220) + (T123lM123 — T'113T223).
First, the expressions found in part (iii) for the functions T'ng3 easily yield

[i23T123 — T113Ta23 = (035 — b11b22)

+ z3(b11c22 — 2b12c12 + bagc1n) + x%(C%Q — C11C22).
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Second, the expressions found in part (iii) for the functions I'n g, and I
yield, after some manipulations:

[T 20 — T 1920, = (C1,CT; — CT1C35)aor
+ 23{(CT1b3|2 — 2CT3b7 |2 + C5,07 1) aor
+2(CT1C35 — CThC3)bor }
+ a3 {b7[105 |2 — b7 |2b7[2)aor
+ (CT103 ]2 — 20757 |2 + C3b7 [1)bor
+ (CT1103 — C1aClh)cor }-
Third, after somewhat delicate computations, which in particular make use

of the relations established in part (ii) about the functions b7, |s and b,g)s, it is
found that

O1l291 — 0ol'211 = 01C221 — 02C011
— 23{ 812126 + (CT1b3|2 — 20107 |2 + C5,07 |1)aor
+2(C7103; — CT,C15)bor }
+ xg{Sm-lgb‘fbg + (b7 1103 ]2 — b7 |27 [2)aor
+ (CT1b3]2 — 20701 |2 + C3,b1]1)be
+ (C11C35 — C1aCh)cor
where the functions

STO(BJ = 8[300407' - 8000(67' + Cgﬁczﬂ'u - ngcﬁﬂf,

are precisely those appearing in the left-hand sides of the Gaufl equations.
It is then easily seen that the above equations together yield

Ri212 = {S1212 — (b11ba2 — bi2b12)}
— 23{S1212 — (b11b22 — b12b12)b5 }

+ 23{S5r12b703 + (c12¢12 — c11022)}.
Since
Sor12b705 = S1212(b1b3 — b3b3),
c12¢12 — c11¢22 = (b11b12 — b11b2g)(b1b3 — b7b3),

it is finally found that the function Rj212 has the following remarkable expres-
sion:

Ri212 = {S1212 — (b11b2a — bi2bi2) }H{1 — x3(b1 + b3) + 23 (bjb3 — b3b3)}.
By the assumed Gaufl equations,
S1212 = b11b22 — b12b12.

Hence Ri212 = 0 as announced.
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(viii) Let w be a connected and simply-connected open subset of R?. Then
there exist open subsets wg, £ > 0, of R? such that @y is a compact subset of w
for each £ >0 and

W = U Wy.

>0

Furthermore, for each £ > 0, there exists eo = €4(wy) > 0 such that the symmet-
ric matrices (gi;) are positive definite at all points in €, where

Qg = Wy X ]—Eg,&z[.

Finally, the open set

Q::UQZ

>0

1s connected and simply-connected.

Let wy, £ > 0, be open subsets of w with compact closures Wy C w such that
w = Jpsqwe. For each £, a set 0y := wy x |—¢e4, €[ can then be constructed in
the same way that the set €y was constructed in part (i).

It is clear that the set © := (J,~, Q¢ is connected. To show that € is simply-
connected, let v be a loop in Q, i.e., a mapping v € C°([0, 1]; R3) that satisfies

~(0) = (1) and y(t) € Q for all 0 < ¢t < 1.

Let the projection operator 7 : Q — w be defined by w(y,z3) = y for all
(y,r3) € Q, and let the mapping ¢, : [0,1] x [0, 1] — R? be defined by

pot,A) = (1 =XNv(@) + Am(vy(t)) forall 0 <t <1,0< A< 1.

[0,1]) C Q, by definition of

Then ¢, is a continuous mapping such that ¢ ([0, 1] x
1) = m(v(t)) for all ¢t € [0,1].

the set . Furthermore, ¢, (,0) = v(t) and ¢, (¢,
The mapping
¥ :=moy eC’([0,1;R?)

is & loop in w since 3(0) = m(v(0)) = w(v(1)) = F(1) and F(t) € w for
all 0 < ¢t < 1. Since w is simply connected, there exist a mapping ¢, €
C°([0,1] x [0,1];R?) and a point y° € w such that

@, (t,1) =7 and ¢, (t,2) =y forall 0 <t < 1

and
pr(t,\) ewforall0<t<1,1<A<2
Then the mapping ¢ € C°([0,1] x [0,2]; R?) defined by

p(t,A) = po(t,\) forall 0<t<1,0<A<1,
p(t,A) = p(t,\) forall 0<t<1,1<A<2,

is a homotopy in § that reduces the loop 7 to the point (3°,0) € Q. Hence the
set €2 is simply-connected.
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(ix) By parts (iv) to (viii), the functions I'ijq € CH(Q) and Iy, e cH(Q)
constructed as in part (iii) satisfy
0jTikg — 8kFijq + Ffjrkqp - F?krjqp =0

in the connected and simply-connected open set ). By Theorem 1.6-1, there thus
ezists an immersion © € C3(; E3) such that

gij = 0,0 -9;0 in Q,
where the matriz field (g;;) € C*(€2;S2) is defined by
Jop = Gap — 223bas + x%caﬁ and g¢;3 = d;3 in Q.
Then the mapping 0 € C>(w; E?) defined by
0(y) = O(y,0) for all y € w,

satisfies

010 N 020 } .

o = 008 - 930 and bas = Dasl - {m in w.

Let g; := 0;0. Then 0330 = 0395 = Fg3gp = 0; cf. part (iii). Hence there
exists a mapping 8" € C3(w; E?) such that
O(y, 3) = 0(y) + 30" (y) for all (y,23) € Q,

and consequently, g, = 000 +130,0" and gs = 0'. The relations g;3 = g, g3 =
0;3 (cf. part (i)) then show that

(060 + £30,0") - 0" =0 and 6" - 0' = 1.
These relations imply that 0,0 - 0' = 0. Hence either 8' = a3 or 8! = —aj

in w, where
010 N 0,0

15,01 0,0

But ' = —as is ruled out since
{010 A 920} - 0" = det(gij)|ws=0 > 0.
Noting that
040 - a3 = 0 implies 0,0 - Ogasz = —0,30 - as,
we obtain, on the one hand,

Gop = (0a0 + 1304a3) - (050 + 3050a3)
= (%0 . 850 — 2253(90(50 -as + xgaaag . aﬁa‘3 in Q.
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Since, on the other hand,
JaB = Gap — 223bag + x%cag in Q
by part (i), we conclude that
aag = 0,0 - 080 and bog = 0,30 - a3 in w,

as desired. This completes the proof. (Il

Remarks. (1) The functions cog = b7 bgr = Oaas-0gas introduced in part (i)
are the covariant components of the third fundamental form of the surface 8(w).

(2) The series expansion ¢g*° = > _ (n + 1)z5a® (B")? found in part (i)
is known; cf., e.g., Naghdi [1972].

(3) The functions b]|s and b,g|, introduced in part (ii) will be identified
later as covariant derivatives of the second fundamental form of the surface
6(w); see Section 4.2.

(4) The Gauf equations are used only once in the above proof, for showing
that Ri212 = 0 in part (Vll) O

The reqularity assumptions made in Theorem 2.8-1 on the matrix fields (aq3)
and (bag) can be significantly relaxed in several ways. First, Cristinel Mardare
has shown by means of an ad hoc, but not trivial, modification of the proof
given here, that the existence of an immersion 8 € C3(w; E?) still holds under
the weaker (but certainly more natural, in view of the regularity of the result-
ing immersion @) assumption that (b,s) € C*(w;S?), all other assumptions of
Theorem 2.8-1 holding verbatim.

In fact, Hartman & Wintner [1950] had already shown the stronger result
that the existence theorem still holds if (aag) € C(w;S2) and (bap) € CO(w; S?),
with a resulting mapping 0 in the space C?(w; E?). Their result has been itself
superseded by that of S. Mardare [2003b], who established that if (ang) €
VVlifo (w;S%) and (bap) € LiZ,(w; S?) are two matrix fields that satisfy the Gauf}
and Codazzi-Mainardi equations in the sense of distributions, then there exists
a mapping 6 € Wifo (w; E3) such that (ang) and (bas) are the fundamental
forms of the surface @(w). As of June 2005, the last word in this direction
seems to belong to S. Mardare [20051, who was able to further reduce these
regularities, to those of the spaces W, ¥ (w;S%) and L? (w;S?) for any p > 2,

with a resulting mapping 6 in the space Wif (w; E?).

2.9 UNIQUENESS UP TO PROPER ISOMETRIES OF
SURFACES WITH THE SAME FUNDAMENTAL
FORMS

In Section 2.8, we have established the existence of an immersion 6 : w C R? —
E3 giving rise to a surface 6(w) with prescribed first and second fundamental
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forms, provided these forms satisfy ad hoc sufficient conditions. We now turn
to the question of uniqueness of such immersions.

This is the object of the next theorem, which constitutes another rigidity
theorem, called the rigidity theorem for surfaces. It asserts that, if two
immersions 6 € C%(w; E?) and 0 € C?(w; E3) share the same fundamental forms,
then the surface 8(w) is obtained by subjecting the surface é(w) to a rotation
(represented by an orthogonal matrix Q with det Q = 1), then by subjecting
the rotated surface to a translation (represented by a vector c¢).

Such a geometric transformation of the surface g(w) is sometimes called a
“rigid transformation”, to remind that it corresponds to the idea of a “rigid”
one in E3. This observation motivates the terminology “rigidity theorem”.

As shown by Ciarlet & Larsonneur [2001] (whose proof is adapted here),
the issue of uniqueness can be resolved as a corollary to its “three-dimensional
counterpart”, like the issue of existence. We recall that @3 denotes the set of all
orthogonal matrices of order three and that 03 = {Q € 0%;det Q = 1} denotes
the set of all proper orthogonal matrices of order three.

Theorem 2.9-1. Let w be a connected open subset of R? and let 6 € C?(w; E?)

and 6 € C%(w; E3) be two immersions such that their associated first and second
fundamental forms satisfy (with self-explanatory notations)

AapB = Zio(g and bag Zgag n w.
Then there exist a vector ¢ € E3 and a matriz Q € (O)ﬁ_ such that

0(y) = c+ QO(y) for all y € w.

Proof. Arguments similar to those used in parts (i) and (viii) of the proof
of Theorem 2.8-1 show that there exist open subsets w; of w and real numbers
g¢ >0, £ >0, such that the symmetric matrices (g;;) defined by

Gop = Gap — 223bap + Ticap and giz = d;3,

where cog = a7"basbg-, are positive definite in the set

Q= U Wy X ]—Eg,&z[.

>0

The two immersions © € C}(Q;E?) and © € C1(Q;E3) defined by (with
self-explanatory notations)

O(y, z3) == O(y) + z3a3(y) and O(y, v3) := O(y) + z3as3(y)
for all (y,xz3) € Q therefore satisfy

gij = gij in Q
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By Theorem 1.7-1, there exist a vector ¢ € E® and an orthogonal matrix Q
such that _
Oy, z3) = ¢+ QO(y, x3) for all (y,z3) € Q.

Hence, on the one hand,
det VO(y, z3) = det Q det V(:)(y, x3) for all (y,z3) € Q.

On the other hand, a simple computation shows that

det VO(y, x3) = y/det(aas(y){1 — 23(b1 + b3)(y) + 23 (0163 — b1b3)(y)}
for all (y,xz3) € Q, where

bg(y) = a’ﬁa(y)baﬁ (y)v Y € w,

so that B
det VO(y, z3) = det VO(y, z3) for all (y,z3) € Q.

Therefore det Q = 1, which shows that the orthogonal matrix Q is in fact
proper. The conclusion then follows by letting 3 = 0 in the relation

Oy,z3) =c+ Q(:)(y, xg) for all (y,x3) € Q.
O

A proper isometry of E? is a mapping J, : E> — E? of the form J, (z) =
¢+ Qox for all z € E? with ¢ € E® and Q € O}. Theorem 2.9-1 thus
asserts that two immersions 8 € C*(w; E3) and @ € C(w; E3) share the same
fundamental forms over an open connected subset w of R3 if and only if @ =
J, 00, where I is a proper isometry of E3.

Remark. By contrast, the “three-dimensional” rigidity theorem (Theorem
1.7-1) involves isometries of E® that may not be proper. O

Theorem 2.9-1 constitutes the “classical” rigidity theorem for surfaces, in the
sense that both immersions @ and 6 are assumed to be in the space C?(w; E?).
As a preparation to our next result, we note that the second fundamental
form of the surface 8(w) can still be defined under the weaker assumptions that

0 € C(w;E?) and a3 = % € C'(w; E?), by means of the definition
1A as

bag = —Qq 85(13,

which evidently coincides with the usual one when 6 € C?(w; E3).
Following Ciarlet & C. Mardare [2004a], we now show that a similar re-
~ . ~ aNa
sult holds under the assumptions that @ € H'(w;E?) and az = %
ap as
H'(w; E®) (with self-explanatory notations). Naturally, our first task will be to
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verify that the vector field a3, which is not necessarily well defined a.e. in w for
an arbitrary mapping 8 € H'!(w; E?), is nevertheless well defined a.e. in w for
those mappings 6 that satisfy the assumptions of the next theorem. This fact
will in turn imply that the functions byg := —a, - Ogas are likewise well defined
a.e. in w.

Theorem 2.9-2. Let w be a connected open subset of R? and let @ € C(w; E?)
be an immersion that satisfies az € C1(w; E3). Assume that there exists a vector
field 8 € H'(w; E3) that satisfies

Uap = Qop a.€. IDw, aszé€ Hl(w;E?’), and  bag = bap a.e. in w.
Then there exist a vector ¢ € E3 and a matriz Q € (O)ﬁ_ such that

0(y) = c+ QB(y) for almost all y € w.

Proof. The proof essentially relies on the extension to a Sobolev space setting
of the “three-dimensional” rigidity theorem established in Theorem 1.7-3.

(i) To begin with, we record several technical preliminaries.
First, we observe that the relations dog = aag a.e. in w and the assumption
that 8 € Cl(w; E?) is an immersion together imply that

@1 A G| = \/det(@ns) = /det(aas) > 0 ae. in w.

Consequently, the vector field as, and thus the functions gag, are well defined
a.e. in w.
Second, we establish that

bap = b in w and Eag = Ega a.e. in w,

i.e., that @, - Ogas = ag - pas in w and aq - Jgas = ag - dyas a.e. in w. To
this end, we note that either the assumptions 0 € Cl(w; E3) and a3 € C!(w; E?)
together, or the assumptions 8 € H!(w; E?) and a3 € H'(w; E3) together, imply
that a, - 9gas = 0,0 - Ogas € L{, (w), hence that 9,0 - dzas € D'(w).

Given any ¢ € D(w), let U denote an open subset of R? such that supp ¢ C U
and U is a compact subset of w. Denoting by x/(-,-)x the duality pairing

between a topological vector space X and its dual X', we have
D'(w)(0a0 - Opas, ©)pw) = / 00,0 - dpazdy

= / 000 - 9p(pas)dy — /(85@5‘,10 -agdy.

Observing that 0,0 - a3 = 0 a.e. in w and that

—/8a0-85(<pa3)dy = —/ 000 - 0p(pas)dy
w U

= H- (U5 (08(0a0), 9a3) g1 (vws),
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we reach the conclusion that the expression p/(,,)(0a0-0sas, ©)p(w) is symmetric
with respect to o and 8 since 9,30 = 93,0 in D'(U). Hence 9,0 - dpas =
930 - a3 in Li (w), and the announced symmetries are established.

Third, let

Cap = 03 - Ogas and capg 1= Oq a3 - Ogas.

Then we claim that ¢,3 = cop a.e. in w. To see this, we note that the matrix
fields (@) := (dap)~" and (a®?) := (anp)~" are well defined and equal a.e. in
w since @ is an immersion and a3 = aqp a.e. in w. The formula of Weingarten
(Section 2.6) can thus be applied a.e. in w, showing that ¢,5 = E"TEWET@ a.e.
in w. ~

The assertion then follows from the assumptions b,g = bag a.e. in w.

(ii) Starting from the set w and the mapping 0 (as given in the statement
of Theorem 2.9-2), we next construct a set  and a mapping © that satisfy the
assumptions of Theorem 1.7-2. More precisely, let

O(y,z3) := 0(y) + z3as(y) for all (y,z3) € w x R.

Then the mapping ® := w x R — E3 defined in this fashion is clearly continu-
ously differentiable on w x R and

det VO(y,z3) = y/det(aas(y)) {1 — 23(by + b3)(y) + 25(b1b3 — bib3)(y)}

for all (y,z3) € w x R, where

b3 (y) = 0’ (y)bao (), y € w.

Let wy, n > 0, be open subsets of R? such that @, is a compact subset of w
and w = |J,>own- Then the continuity of the functions ang,a®?, bag and the
assumption that € is an immersion together imply that, for each n > 0, there
exists €, > 0 such that

det VO(y,z3) > 0 for all (y,z3) € Wy, X [—€p, Enl.

Besides, there is no loss of generality in assuming that €, < 1 (this property
will be used in part (iii)).
Let then

Q= U (Wn X |—€n, &nl).

n>0

Then it is clear that Q is a connected open subset of R® and that the mapping
O € CH(Q; E?) satisfies det VO > 0 in Q.

Finally, note that the covariant components g;; € C°(£2) of the metric tensor
field associated with the mapping © are given by (the symmetries bog = bga
established in (i) are used here)

Gap = Gap — 23?3()(,(5 + 37%6&6, 9oz =0, g33=1
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(iii) Starting with the mapping 6 (as given in the statement of Theorem
2.9-2), we construct a mapping © that satisfies the assumptions of Theorem
1.7-2. To this end, we define a mapping © :  — E3 by letting

O(y,z3) := 0(y) + xzas(y) for all (y,x3) € Q,

where the set Q) is defined as in (ii). Hence © € H'(€; E3), since Q C wx]—1,1].
Besides, det VO = det VO a.e. in  since the functions Bg = 55"50“,, which are
well defined a.e. in w, are equal, again a.e. in w, to the functions b2. Likewise, the
components g;; € L'(2) of the metric tensor field associated with the mapping
C) satisfy gi; = ¢i; a.e. in Q since ang = aqp and E(yg = bog a.e. in w by
assumption and a3 = cap a.e. in w by part (i).

(iv) By Theorem 1.7-2, there exist a vector ¢ € E* and a matrix Q € 0%
such that

0(y) + zsas(y) = c+ Q(O(y) + xsas(y)) for almost all (y,xz3) € Q.

Differentiating with respect to z3 in this equality between functions in H!(Q; E?)
shows that as(y) = Qas(y) for almost all y € w. Hence 0(y) = ¢+ QO(y) for
almost all y € w as announced. O

Remarks. (1) The existence of 6 cH L(w; E?) satisfying the assumptions
of Theorem 2.9-2 implies that 6 € CH(w;E3) and a3 € C'(w;E?), and that
0 € H'(w; E?) and a3 € H'(w; E?).

(2) It is easily seen that the conclusion of Theorem 2.9-2 is still valid if the
assumptions 0 € HY(w;E?) and a3 € H'(w;E?) are replaced by the weaker
assumptions 0 € H} (w;E3) and a3 € HL (w; E®). O

2.10 CONTINUITY OF A SURFACE AS A
FUNCTION OF ITS FUNDAMENTAL FORMS

Let w be a connected and simply-connected open subset of R?. Together, The-
orems 2.8-1 and 2.9-1 establish the existence of a mapping F' that associates
to any pair of matrix fields (ang) € C?*(w;S2) and (bag) € C?*(w;S?) satis-
fying the Gau8 and Codazzi-Mainardi equations in w a well-defined element
F((aup), (bap)) in the quotient set C3(w; E3)/R, where (8,0) € R means that
there exists a vector ¢ € E* and a matrix Q € 0% such that 6(y) = ¢+ QO(y)
for all y € w.

A natural question thus arises as to whether there exist ad hoc topologies on
the space C?(w;S?) x C?(w;S?) and on the quotient set C3(w; E®)/R such that
the mapping F' defined in this fashion is continuous.

Equivalently, is a surface a continuous function of its fundamental forms?

The purpose of this section, which is based on Ciarlet [2003], is to provide
an affirmative answer to the above question, through a proof that relies in an
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essential way on the solution to the analogous problem in dimension three given
in Section 1.8.

Such a question is not only relevant to surface theory, but it also finds
its source in two-dimensional nonlinear shell theories, where the stored energy
functions are often functions of the first and second fundamental forms of the
unknown deformed middle surface. For instance, the well-known stored en-
ergy function wg proposed by Koiter [1966, Equations (4.2), (8.1), and (8.3)]
for modeling nonlinearly elastic shells made with a homogeneous and isotropic
elastic material takes the form:

3
€ -~ -~ € apoT 7 7
W = §aaﬁa‘r (aa‘r_a(r‘r)(aaﬁ_aaﬁ) + Ea A (bo"r_bo"r)(baﬁ_baﬁ);
where 2¢ is the thickness of the shell,

aaﬁa‘r — M—uaaﬁao"r + Qu(aaaaﬁr+aaraﬁa)

A+2u ’
A > 0 and p > 0 are the two Lamé constants of the constituting material, aqg
and b, are the covariant components of the first and second fundamental forms
of the given undeformed middle surface, (a®?) = (aqap) !, and finally Gnp and
gag are the covariant components of the first and second fundamental forms
of the unknown deformed middle surface (see Section 4.1 for a more detailed

description of Koiter’s equations for a nonlinearly elastic shell).

An inspection of the above stored energy functions thus suggests a tempting
approach to shell theory, where the functions ang and bog would be regarded
as the primary unknowns in lieu of the customary (Cartesian or curvilinear)
components of the displacement. In such an approach, the unknown components
aqp and by must naturally satisfy the classical Gauf§ and Codazzi-Mainard:
equations in order that they actually define a surface.

To begin with, we introduce the following two-dimensional analogs to the
notations used in Section 1.8. Let w be an open subset of R3. The notation x € w
means that  is a compact subset of w. If f € C*(w;R) or 8 € C*(w; E?),£ >0,
and Kk € w, we let

[fllew = sup [0°f(y)l , Ol := sup [076(y)],
YER YER
la|<e la|<e

where 0% stands for the standard multi-index notation for partial derivatives and
|-| denotes the Euclidean norm in the latter definition. If A € C*(w;M3),¢ > 0,
and kK € w, we likewise let

[Alle = sup [0A(y)],
YER
|| <t
where |-| denotes the matrix spectral norm.
The next sequential continuity result constitutes the key step towards estab-

lishing the continuity of a surface as a function of its two fundamental forms in
ad hoc metric spaces (see Theorem 2.10-2).
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Theorem 2.10-1. Let w be a connected and simply-connected open subset of R2.
Let (anp) € C3(w;S2) and (bag) € C*(w;S?) be matriz fields satisfying the Gaufs
and Codazzi-Mainardi equations in w and let (ags) € C?(w;S%) and (bng) €
C%*(w;S?) be matriz fields satisfying for each n > 0 the Gaup and Codazzi-
Mainardi equations in w. Assume that these matrix fields satisfy

nlirgo llaas—aasll2,x = 0 and nlLI%O bas—basll2,~ = 0 for all k € w.

Let 8 € C®(w; E?) be any immersion that satisfies

810 AN 820 }
10,6 A 0,0

aag = 0.0 - 030 and bag = 0.0 - { inw

(such immersions exist by Theorem 2.8-1). Then there exist immersions 0" €
C3(w; E3) satisfying

010™ N 020"

apg = 0a0" - 030" and bj, 5 = 0,50" - {W

}inw,nzo,

such that
lim [|0"—0||3, =0 for all kK € w.

Proof. For clarity, the proof is broken into five parts.

(i) Let the matriz fields (gi;) € C*(wxR;S?) and (g75) € C*(wxR;S?),n >0,
be defined by

JaB = Gap — 2x3bap + x%cag and g;3 = &;3,
Iop = Gpg — 223b55 + x%cgﬁ and g% = d;3,n >0
(the variable y € w is omitted, x3 designates the variable in R), where
Cap = bLbgr, BT :=a"bay, (a77):= (ang)”t,
Cop =05 "bG,, DL = aTML,, (a7T) 1= (azﬁ)*l, n > 0.

Let wy be an open subset of R? such that @y € w. Then there exists g =
eo(wo) > 0 such that the symmetric matrices

C(yax?)) = (gl](yax?))) and Cn(yvxd) = (gZ(y7x3))v n > 07
are positive definite at all points (y,r3) € Qo, where
Qo = wp X ]—80,80[.

The matrices C(y, z3) € S* and C"(y, z3) € S are of the form (the notations
are self-explanatory):

C(y,23) = Co(y) + 23C1(y) + z3Ca(y),
C"(y,z3) = C§(y) + 23C7 (y) + 23C5(y), n > 0.
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First, it is easily deduced from the matrix identity B = A(I+ A~1(B—A))
and the assumptions lim, .o [lag 3 —@agsllo,m, = 0 and limy,—.c [[b5, 5—bag|
0 that there exists a constant M such that

I(ce) ™

This uniform bound and the relations

0,00 —

0@ + [[CT]

0@o + IC3 0w < M for all n > 0.

C(y, z3) = Co(y){I+ (Co(y)) " (—223C1(y) + 23C2(y))},
C"(y,x3) = C(y){I+ (Cj(y)) " (—225C7 (y) + 23C5 (y))}, n > 0,

together imply that there exists g = €9(wp) > 0 such that the matrices C(y, x3)
and C"(y,xz3), n > 0, are invertible for all (y,z3) € Wy X [—€o, €0].

These matrices are positive definite for 3 = 0 by assumption. Hence they
remain so for all x5 € [—eg, go] since they are invertible.

(ii) Let we, £ > 0, be open subsets of R? such that Wy, € w for each ¢ and
w=Upsqwe. By (i), there exist numbers e, = e¢(wy) > 0, £ > 0, such that the
symmetric matrices C(z) = (gij(x)) and C™(x) = (g75(x)), n > 0, defined for all
r = (y,r3) € wx R as in (i), are positive definite at all points v = (y,x3) € Qp,
where Qg := wy X |—ey, 4], hence at all points x = (y,x3) of the open set

=],

>0

which is connected and simply connected. Let the functions Ry € C°(2) be
defined from the matriz fields (gi;) € C*(€%;S2) by

Ryijie = 0jlikg — Oklijq + Ffjrkqp - F?krjqp
where

1 . _
Lijg = 5(8jgiq+8igjq—8qgij) and Ffj := gPTy5,, with (¢P7) := (i) ",

and let the functions Ry, ). € CY(2), n > 0 be similarly defined from the matriz

fields (g%:) € C2(%S2), n > 0. Then

Rgijr = 0in Q and R}, = 0 in Q for all n > 0.

qijk —

That €2 is connected and simply-connected is established in part (viii) of the
proof of Theorem 2.8-1. That R4, = 0 in €2, and similarly that Rgijk =0in Q
for all n > 0, is established as in parts (iv) to (viii) of the same proof.

(i) The matriz fields C = (gi;) € C*(%;S%) and C" = (957) € C2(%;82)
defined in (ii) satisfy (the notations used here are those of Section 1.8)

lim ||C"—C]||2,x =0 for all K € .
n—oo
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Given any compact subset K of 2, there exists a finite set Ag of integers
such that K C Jycy,. Q¢ Since by assumption,

Jim_Jlagg—aapllo@, =0 and lim [bgs—baslloz, =0, £ € Ak,
it follows that

lim HCZ_CPHQ,DZ =0, le Akv p=0,1,2,

n—oo
where the matrices C, and Cjj, n > 0, p = 0,1, 2, are those defined in the proof
of part (i). The definition of the norm |[|-[|, g, then implies that
li " 5 = Ag.
Jim [|C"=Cll,5, =0, £ € Ak

The conclusion then follows from the finiteness of the set Ag.

(iv) Conclusion.

Given any mapping 6 € C3(w; E®) that satisfies

010 N 0,0 } .

af = 0a0-0360 and bag = 0ap0 - { :
aag = 0,0 - 030 and bag = Oap {|810/\820| inw

let the mapping © : Q — E? be defined by

O(y,z3) := 0(y) + x3as(y) for all (y,z3) € €,
010 N 0,0

h = ——————— and let
where a3 |810/\820|,an e

Gij = 81(") . 8](")
Then an immediate computation shows that
JaB = Gap — 223bapg + x%cag and g;3 = d;3 in §,

where aqg and b are the covariant components of the first and second funda-
mental forms of the surface 8(w) and cop = a” basbsr.

In other words, the matrices (gi;) constructed in this fashion coincide over
the set Q0 with those defined in part (i). Since parts (ii) and (iii) of the above
proof together show that all the assumptions of Theorem 1.8-3 are satisfied
by the fields C = (gi;) € C*(S%) and C* = (gfy) € C*(Q;S2), there exist
mappings ®" € C3(; E?) satisfying (VO™)TVO" = C" in Q, n > 0, such
that

lim [|®@"—O|3x =0 for all K € Q.
n—oo

We now show that the mappings

0"(-) := ©"(-,0) € C3(w; E?)
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indeed satisfy
010" N 020" .
no—9.0" - 950" and b, = 8,50 - 4 21927
fap oY B1E Dag = Caf {|810”/\820”|} “

Dropping the exponent n for notational convenience in this part of the proof,
let g; := 0;0©. Then 0330 = 03g5 = I‘g3gp = 0, since it is easily verified that
the functions I'45, constructed from the functions g;; as indicated in part (ii),
vanish in Q. Hence there exists a mapping 8" € C3(w; E?) such that

O(y,x3) = O(y) + 230" (y) for all (y,23) € Q.

Consequently, g, = D00 +230,0" and gs = 0'. The relations g;3 = 9,93 = 0i3
then show that

(060 + £30,0") -0' =0 and 8" - 0' = 1.

These relations imply that 0,0 - 0' = 0. Hence either 8' = a3 or 8' = —aj
in w. But @' = —a3 is ruled out since we must have

{010 N\ 020} - 0" = det(gij)|zs=0 > 0.
Noting that

000 - a3 = 0 implies 0,0 - Ogaz = —0,30 - as,

we obtain, on the one hand,
Gap = (000 + x300a3) - (0360 + x303a3)

=000 - 030 — 230,50 - a3 + r30,a3 - zas in Q.

Since, on the other hand,
JaB = Gag — 223bag + xgcag in €,
we conclude that
Ao = 0q0 - 0360 and bog = 0,80 - a3 in w,

as desired.
It remains to verify that

lim [|0"—0||3,, =0 for all kK € w.
n—od
But these relations immediately follow from the relations

lim ||©@"—0O|3x =0 forall K € Q,

combined with the observations that a compact subset of w is also one of €,
that ©(-,0) = @ and ®"(-,0) = 6", and finally, that

16" =835 < [|©"=O|3,s.
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Remark. At first glance, it seems that Theorem 2.10-1 could be established
by a proof similar to that of its “three-dimensional counterpart”, viz., Theorem
1.8-3. A quick inspection reveals, however, that the proof of Theorem 1.8-2 does
not carry over to the present situation. 0

In fact, it is not necessary to assume in Theorem 2.10-1 that the “limit” ma-
trix fields (aqg) and (bag) satisfy the Gaul and Codazzi-Mainardi equations (see
the proof of the next theorem). More specifically, another sequential continuity
result can be derived from Theorem 2.10-1. Its interest is that the assumptions
are now made on the immersions 8" that define the surfaces 8™ (w) for all n > 0;
besides the existence of a “limit” surface 8(w) is also established.

Theorem 2.10-2. Letw be a connected and simply-connected open subset of R2.
For each n > 0, let there be given immersions 8™ € C3(w; E?), let agp and b g
denote the covariant components of the first and second fundamental forms of
the surface 6" (w), and assume that b, 5 € C?(w). Let there be also given matriz
fields (anp) € C*(w;S2) and (bag) € C?(w;S?) with the property that

nlirgo llags—aasll2,x = 0 and nlLI%O bas—basll2,~ = 0 for all k € w.

Then there exist immersions @ € C3(w; E?) of the form
0" = c" +Q"6", with ¢" € E* and Q" € 03

(hence the first and second fundamental forms of the surfaces 0" (w) and 0" (w)
are the same for all n > 0), and there ezists an immersion 8 € C*(w,E?)
such that aqng and by are the covariant components of the first and second
fundamental forms of the surface 8(w). Besides,

lim ||5n — 0|3, =0 for all kK € w.
n—oo

Proof. An argument similar to that used in the proof of Theorem 1.8-4 shows
that passing to the limit as n — oo is allowed in the Gaufl and Codazzi-Mainardi
equations, which are satisfied in the spaces C°(w) and C*(w) respectively by the
functions al, 3 and b} 3 for each n > 0 (as necessary conditions; cf. Theorem
2.7-1). Hence the limit functions asg and bag also satisfy the Gaufi and Codazzi-
Mainardi equations.

By the fundamental existence theorem (Theorem 2.8-1), there thus exists an
immersion 6 € C3(w; E?) such that

010 N 020 }

aap = 000 - 0360 and bog = Dapl - {m

Theorem 2.10-1 can now be applied, showing that there exist mappings (now
~n
denoted) 6 € C3(w; E?) such that

00" A0

aly = 0,0 -030 and by = 0,50 - { o 27
s ’ g s {ww N0 |

}inw,nzo,
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and .
lim || —6|3, =0 for all K € w.

Finally, the rigidity theorem for surfaces (Theorem 2.9-1) shows that, for
each n > 0, there exist ¢” € E? and Q" € (D):fr such that

6" =c"+Q"0" inw,
since the surfaces 6 (w) and 0™ (w) share the same fundamental forms and the
set w is connected. O

It remains to show how the sequential continuity established in Theorem
2.10-1 implies the continuity of a surface as a function of its fundamental forms
for ad hoc topologies.

Let w be an open subset of R%. We recall (see Section 1.8) that, for any
integers ¢ > 0 and d > 1, the space C*(w; R?) becomes a locally convez topological
space when it is equipped with the Fréchet topology defined by the family of
semi-norms |||, ., & € w. Then a sequence (8" )n>0 converges to 6 with respect
to this topology if and only if

lim ||0"—0||¢, =0 for all kK € w.
n—oo

Furthermore, this topology is metrizable: Let (k;);>0 be any sequence of
subsets of w that satisfy

oo
ki €w and k; C int k41 for all i > 0, and w = U Ki-

i=0
Then
lim [|0"—0||¢,, =0 for all K € w <= lim d,(6",0) =0,
where -
1 [ —=Bllex
de(¥,0) =y — —— 2%
0= S T g el

Let C3(w; E®) := C3(w; E?)/R denote the quotient set of C3(w; E3) by the
equivalence relation R, where (0,0) € R means that there exist a vector ¢ € E3
and a matrix Q € O} such that 8(y) = ¢+ QO(y) for all y € w. Then the

set 03(w; E3) becomes a metric space when it is equipped with the distance ds
defined by

d?)(év "7[)) = lnf d3('{"’a X) = 1Ilf d&(ea C+Q¢)a
KEB ceE?
XEP Qe0?®

where 6 denotes the equivalence class of @ modulo R.

The announced continuity of a surface as a function of its fundamental forms
is then a corollary to Theorem 2.10-1. If d is a metric defined on a set X, the
associated metric space is denoted {X;d}.
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Theorem 2.10-3. Let w be connected and simply connected open subset of R2.
Let
Co(w;SL x §%) == {((aap), (bap)) € C*(w;S2) x C*(w; §?);
8{30@07 - 8UCO¢[37' + ngcaﬂf, - ngcﬁTu = baabﬁT - b(yﬁbzﬂ' in w,
8gbw — &,bag + C{j(,bgu — Cgﬁbgu = 0Oin w}.
Given any element ((aag), (bag)) € Ci(w;S2 x S?), let F(((aap), (bag))) €

C3(w; E®) denote the equivalence class modulo R of any immersion 8 € C?(w; E3)
that satisfies

010 N 0,0 } .

af = 0a0-0360 and bog = 0apl - { T .
aag = 020 - 030 and bog = Oug {|810/\820| inw

Then the mapping
F:{C3(w;S2 x §%);da} — {C*(w; B®); d%}
defined in this fashion is continuous.
Proof. Since {C3(w;S2 x S);ds} and {C?(w; E?); d®} are both metric spaces,
it suffices to show that convergent sequences are mapped through F' into con-
vergent sequences.

Let then ((aap), (bap)) € Cf(w; S x §?) and ((aly), (b25)) € Cg(w; S x
S?), n > 0, be such that

Jim da(((a2), (62) ((an): (bao) = 0.

i.e., such that

nlirgo laas—aasll2,x =0 and nlLIgo bas—basll2,~ = 0 for all K € w.

Let there be given any 0 € F(((aag), (bag))). Then Theorem 2.10-1 shows
that there exist 8" € F'(((al3), (b35))); n > 0, such that

lim ||0"—0||5, =0 for all kK € w,
n—oo

i.e., such that
lim d3(0",0) = 0.

Consequently,
dimds(F(((atg), (039))): F(((aap), (bas)))) = 0,
and the proof is complete. O

The above continuity results have been extended “up to the boundary of the
set w” by Ciarlet & C. Mardare [2005].



Chapter 3

APPLICATIONS TO
THREE-DIMENSIONAL ELASTICITY
IN CURVILINEAR COORDINATES

INTRODUCTION

The raison d’étre of equations of three-dimensional elasticity directly expressed
in curvilinear coordinates is twofold. First and foremost, they constitute an
inevitable point of departure for the justification of most two-dimensional shell
theories (such as those studied in the next chapter). Second, they are clearly
more convenient than their Cartesian counterparts for modeling bodies with
specific geometries, e.g., spherical or cylindrical.

Consider a nonlinear elastic body, whose reference configuration is of the form
©(Q), where 2 is a domain in R? and © : Q — E? is a smooth enough immer-
sion. Let I'g UT'; denote a partition of the boundary 92 such that areal'g > 0.
The body is subjected to applied body forces in its interior @(2), to applied
surface forces on the portion @(I'1) of its boundary, and to a homogeneous
boundary condition of place on the remaining portion ®(T'y) of its boundary
(this means that the displacement vanishes there).

We first review in Section 3.1 the associated equations of nonlinear three-
dimensional elasticity in Cartesian coordinates, i.e., expressed in terms of the
Cartesian coordinates of the set ©(€2).

We then examine in Sections 3.2 to 3.5 how these equations are transformed
when they are expressed in terms of curvilinear coordinates, i.e., in terms of the
coordinates of the set Q.

To this end, we put to use in particular the notion of covariant derivatives
of a vector field introduced in Chapter 1. In this fashion, we show (Theorem
3.3-1) that the variational equations of the principle of virtual work in curvilin-
ear coordinates take the following form:

/ o (Ejj;(u)v)y/gdr = / flvi/gde +/ h'v;\/gdl’
Q Q I
for all v = (v;) € W(Q). In these equations, the functions 0¥ = ¢7* : Q — R

109
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are the contravariant components of the second Piola-Kirchhoff stress tensor
field; the functions

1 mn
Biyj(w) = 5 (wipj + g + 9" tmjiting ) - 2 — R

are the covariant components of the Green-St Venant strain tensor field asso-
ciated with a displacement vector field u;g* : Q@ — R? of the reference configu-
ration ©(Q); the functions f: Q — R and h* : T; — R are the contravariant
components of the applied body and surface forces; I'gUI'; denotes a partition of
the boundary of Q; finally, W(£2) denotes a space of sufficiently smooth vector
fields v = (v;) : @ — R3 that vanish on I'g.

We also show (Theorem 3.3-1) that the above principle of virtual work is
formally equivalent to the following equations of equilibrium in curvilinear co-
ordinates:

g i .
—(o% + ot gt ugp)llj = f* in Q,
(09 + akjgigug”k)nj = h' on I'y,
where functions such as
t9]|; = 95t + T P9 4T, %9,

which naturally appear in the derivation of these equations, provide instances
of first-order covariant derivatives of a tensor field.

These equations must be complemented by the constitutive equation of the
elastic material, which in general takes the form

0 (z) = R (z, (Ep|n(u)(z))) for all z € Q

for ad hoc functions R%¥ that characterize the elastic material constituting the
body. In the important special case where the elastic material is homogeneous

and isotropic and the reference configuration ®(Q) is a natural state, the func-
tions R are of the specific form

RY(z,B) = A (2)Eye + o(E) for all z € Q and E = (Ejy) € S,
where the functions
AiTRE — )\ gid gkt | M(gikgjé n giégjk)

designate the contravariant components of the elasticity tensor of the elastic
material and the constants A\ and p, which satisfy the inequalities 3\ + 2 > 0
and p > 0, are the Lamé constants of the material (Theorem 3.4-1).

Together with boundary conditions such as

u; = 0 on Ty,

the equations of equilibrium and the constitutive equation constitute the bound-
ary value problem of nonlinear three-dimensional elasticity in curvilinear coor-

dinates (Section 3.5). Its unknown is the vector field uw = (u;) : @ — R3,
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where the functions u; : @ — R are the covariant components of the unknown
displacement field u;g° : Q — R3 of the reference configuration ©(1Q).

We then derive by means of a formal linearization procedure the equations
that constitute the boundary value problem of linearized three-dimensional elas-
ticity in curvilinear coordinates (Section 3.6). This problem is studied in detail
in the rest of this chapter.

The variational, or weak, formulation of this linear boundary value problem
consists in seeking a vector field

u=(u;) € V(Q) = {v = (v;) € H(Q);v = 0 on Ty}

such that
/QAijkgek”z(u)eiﬂj(v)\/ﬁdm:/invi\/ﬁda:—i—/F hiv;\/gdl

for all v = (v;) € V(2), where u;g’ is now to be interpreted as a “lin-
earized approximation” of the unknown displacement vector field of the ref-
erence configuration. The functions e;;(v) € L*(Q2), which are defined for each
v = (v;) € H(Q) by

eif)j(v) = 5 (vij; +vjp)

are the covariant components of the linearized strain tensor in curvilinear co-
ordinates. Equivalently, the vector field w € V() minimizes the functional
J : V(Q) — R defined by

J(v) = %/QAijkzek”g(v)ei”j(v)\/gdx—{/invi\/ﬁdx—i—/r hivi\/ﬁdf}

for all v € HY(Q).

We then show how a fundamental lemma of J.L. Lions (Theorem 3.7-1) can
be put to use for directly establishing a Korn inequality in curvilinear coordi-
nates. When areal'y > 0, this key inequality asserts the existence of a constant
C' such that (Theorem 3.8-3)

]

1/2
Lo < c{ 3 ||ei”j(v)|\gﬂ} for all v € V(Q).
i!j

Together with the uniform positive-definiteness of the elasticity tensor, which
holds under the assumptions 3A + 2 > 0 and g > 0 (Theorem 3.9-1), this
inequality in turn yields (Theorem 3.9-2) the existence and uniqueness of a
solution to the variational formulation of the equations of linearized three-
dimensional elasticity, again directly in curvilinear coordinates.

In this chapter, expressions such as “equations of nonlinear elasticity”,
“Korn’s inequality”, etc., are meant to be understood as “equations of non-
linear three-dimensional elasticity”, “three-dimensional Korn’s inequality”, etc.
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3.1 THE EQUATIONS OF NONLINEAR ELASTICITY
IN CARTESIAN COORDINATES

We briefly review in this section the equations of nonlinear elasticity. All de-
tails needed about the various notions introduced in this section may be found
in Ciarlet [1988], to which more specific references are also provided below.
Additional references are provided at the end of this section.

Latin indices or exponents range in the set {1,2,3}, except when they are
used for indexing sequences. Let E? denote a three-dimensional Euclidean space,
let a - b denote the Euclidean inner product of a,b € E?, and let |a| denote the
Euclidean norm of a € E3. Let €; = ¢' denote the orthonormal basis vectors
of E?, let Z; = 2’ denote the Cartesian coordinates of T = Z;e' = 7'e; € E?
and let 0; := 0/07;. Let M® and S* denote the space of all matrices of order
three and that of all symmetric matrices of order three, let A : B := tr A”B
denote the matrix inner product of A, B € M3, and let ||A]| := v'A : A denote
the associated matrix norm of A € M3.

We recall that a domain in E3 is a bounded, open, and connected subset
Q of E3 with a Lipschitz-continuous boundary, the set Q being locally on the
same side of its boundary (see Necas [1967] or Adams [1975]).

Let Q be a domain in E3, let dZ denote the volume element in ﬁ, let dT°
denote the area element along the boundary I' of Q, and let 7 = n;€" denote
the unit (|n| = 1) outer normal vector field along T.

Remark. The reason we use in this section notations such as ﬁ,f, or n is
to later afford a proper distinction between equations written in terms of the
Cartesian coordinates T; of the points T of the set Q on the one hand as in
this section, and equations written in terms of curvilinear coordinates x; on the
other hand, the points = (x;) then varying in a domain  with boundary T’
and unit outer normal vector field n (see Section 3.5). g

If 5 = (@) : {Q})~ — R3is a smooth enough vector field, its gradient
V5 : {Q}~ — M3 is the matrix field defined by

O O Ot
Vv := | 010, 002 0302
O1v3  Oal3 O30

IfT = (t7) : {ﬁ}_ — M? is a smooth enough matrix field (the first exponent
i is the row index), its divergence divT: {Q}~ — M3 is the vector field defined
by
e
divT := @fQj

If W {0}~ x M3 — R is a smooth enough function, its partial derivative
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%I;_I‘/ (z,F) € M® at a point (z,F) = (z,(F;;)) € {Q} x M3 is the matrix that
satisfies
— — oW
W(z,F+G)=W(z,F)+ 5F —(2,F) : G + o(|G]]).
Equivalently,
o7 OW OFy, OW/0F, OW/OFs

S5 (@ F) = | OW/0Fy OW/0Fy OW/0Fy; | (v,F).
OW /OF3; OW /O0F3, OW /OFss

Let there be given a body, which occupies the set {(Al}’ in the absence of
applied forces. The set {Q} is called the reference conﬁguratlon of the
body. Let T = I‘o U I‘1 be a dT-measurable partition (I‘o N I‘l = ¢) of the
boundary T of Q.

The body is subjected to applied body forces in its interior Q, of density
f= f’ez :Q — R3 per unit volume, and to applied surface forces on the
portion T of its boundary, of density h = h’ez Iy — R3 per unit area. We
assume that these densities do not depend on the unknown, i.e., that the applied
forces considered here are dead loads (cf. Ciarlet [1988, Section 2.7]).

The unknown is the dlsplacement field u = u;e' = u'e; : {Q}~ — E?,
where the three functions @; = u* : {Q} — R are the Cartesian components of
the displacement that the body undergoes when it is subjected to applied forces.
This means that u(z) = @;(Z)e" is the displacement of the point T € {Q}~ (see
Figure 1.4-1).

It is assumed that the displacement field vanishes on the set fo, i.e., that it
satisfies the (homogeneous) boundary condition of place

A~

u:Oonfo.

Let id{ﬁ} denote the identity mapping of the space E3. The mapping
% : {0}~ — R3 defined by

P = id{ﬁ}_ + u,

i.e., by §(Z) = oF + w(@) for all T € {Q}~, is called a deformation of the
reference configuration {2}~ and the set @{Q}~ is called a deformed con-
figuration. Since the approach in this section is for its most part formal, we
assume throughout that the requirements that the deformation @ should satisfy
in order to be physically admissible (orientation-preserving character and injec-
tivity; cf. ibid., Section 1.4) are satisfied. Naturally, the deformation ¢ may be
equivalently considered as the unknown instead of the displacement field w.



114 Applications to three-dimensional elasticity [Ch. 3

The following equations of equilibrium in Cartesian coordinates (cf.
ibid., Sections 2.5 and 2.6) are then satisfied in the reference configuration {ﬁ}’:
There exists a matrix field £ = (67) : {0}~ — M3, called the second Piola-
Kirchhoff stress tensor field, such that

—div{I+ V&)Y =Fin Q,
I+ V@)Sa=h on Ty,
s=5" i {0}
Componentwise, the equations of equilibrium thus read:

—8;(3Y + %5,y = f1in Q,
(G + 5~ du')n; = hi on Ty,
5 = 57t in {Q}~.

Note that the symmetry of the matriz field S s part of the equations of
equilibrium. R

The components 6% of the field X are called the second Piola-Kirchhoff
stresses. The boundary conditions on the set I'; constitute a boundary con-
dition of traction. R

The matrix field T = (£7) : {Q}~ — M3, where

T:= 1+ Va)E =VpE

is called the first Piola-Kirchhoff stress tensor field. Its components {7 =
(69 + Opu')o* are called the first Piola-Kirchhoff stresses.

While the equations of equilibrium are thus expressed in a simpler manner
in terms of the first Piola-Kirchhoff stress tensor, it turns out that the consti-
tutive equation of an elastic material (see below) is more naturally expressed in
terms of the second Piola-Kirchhoff stress tensor. This is why the equations of
equilibrium were directly written here in terms of the latter stress tensor.

Let W(Q) denote a space of sufficiently smooth vector fields v = ;€' =
v'e; : {Q}~ — E? that vanish on Ty. The following Green’s formula is then

easily established: For any smooth enough matrix field T : {ﬁ}’ — M3, and

~

vector field v € W(Q),

Hi?;ﬁada:—/f;%dm/ Th - vdl.
Q Q T

If the unknown vector field 4 = (@;) and the fields f and h are smooth
enough, it is immediately established, because of the above Green’s formula,

that the first and second equations of equilibrium are formally equivalent to the
principle of virtual work in Cartesian coordinates, which states that:

[(H%)i:%da:[}-adm [ h-%dT for all & € W(0),
Q Q 1Y
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Componentwise, the principle of virtual work thus reads:

[ (6% + 5% 8,0, dz = [ Fade+ [ hivdb
Q Q ry
for all 5,6 € W ().

The principle of virtual work is thus nothing but the weak, or variational,
form of the equations of equilibrium. The vector fields v € W(ﬁ) that enter it
are “variations” around the deformation @ = id @) + (cf. ibid., Section 2.6).

Let the Green-St Venant strain tensor field associated with an arbitrary
displacement field ¥ = ;€' = v'e; : {Q}~ — E? of the reference configuration
{Q}~ be defined by (cf. ibid., Section 1.8):

~ 1 ~ ~ ~ ~
E®) = 5 (V'UT + Vo + VvTVv) = (E;(®)),

where the matrix field Vv denotes the corresponding displacement gradient
field. The components

of the matrix field E(%) are called the Green-St Venant strains.
Let

’LZ = 'Ld{ﬁ}_ + U= @[éz = ’LZVéIL

denote the associated deformation of the reference configuration {(AZ}_ and
assume that the mapping 1//\7 Q) — E®is an injective immersion, so that the set
1(£2) can be considered as being equipped with the Cartesian coordinates Z; in
E3 as its curvilinear coordinates. In this interpretation the covariant components

of the metric tensor of the set ’(//}(ﬁ) are thus given by (Section 1.2)
o T e~ ~ o~~~ ~ o~
(VY VY)ij = 0ipm050™ = 6ij + 2E4;(0) = (I + 2E(9))s;.

In the context of nonlinear three-dimensional elasticity, the matrix field
o T~ o~
V1 V4 is called the Cauchy-Green tensor field.

Since the constant functions d;; are the covariant components of the metric
tensor of the set € (which corresponds to the particular deformation id () ), the
components E\ij (V) measure the differences between the covariant components
of the metric tensor of the deformed configuration and those of the reference
configuration. This is why the field

~ 1 T
B() = 5(V4" Vi~ 1)
is also aptly called the change of metric tensor field associated with the
displacement field ©. This also explains why “strain” means “change of metric”.
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Remark. The linearized strain tensor
e o~ | PN =
e(v) = (e;(v)) :== 5({Vv}T + V),

where )
€5 (0) = 5(9;0i + 8ivy),

that naturally arises in linearized elasticity in Cartesian coordinates (see Section

3.6) is thus exactly the linear part with respect to @ in the strain tensor E().
O

A material is elastic if, at each point Z of the reference configuration {ﬁ}’,
the stress tensor i(f) s a known function (that characterizes the material) of
the displacement gradient ﬁﬁ(f) at the same point. The consideration of the
fundamental principle of material frame-indifference further implies (cf. ibid.,
Theorem 3.6-2) that f](ff) is in fact a function of V@(Z) by means of the Green-
St Venant strain tensor E(u(x)) at Z.

Equivalently, there exists a response function R = (7/2\3 OF {ﬁ}* xS? — §3
such that, at each point Z of the reference configuration, the stress tensor f)(f)
is given by the relation R IR

2(z) = R(z, E(u)(2)),
which is called the constitutive equation in Cartesian coordinates of the
material.

If the material is elastic, the unknown vector field @ = e’ = u'e; : {Q}~ —
R3 should thus satisfy the following boundary value problem of nonlinear
elasticity in Cartesian coordinates:

—div{I+Va)S} = fin Q,
W=0onTy,
(I+V@)Sn =hon Iy,

n
> =R(.E@®)) in {0},
E(u) = %(vaT + Vau+ VaT V) in {0}
Componentwise, this boundary value problem reads:
—8;(3Y7 +5"9,u") = ' in Q,
' =0on Iy,
(@9 + 5" 8, u")n; = h' on Ty,
' = RY (-, (Epe())) in {0},

N PPN ~ ey e (B —
Ekg(’u,) = 5(8kw + 0oy, + 8kum8gum) n {Q} .



Sect. 3.1] Nonlinear elasticity in Cartesian coordinates 117

If areafo > 0 and areafl > 0, the above boundary value problem is called
a displacement-traction problem, by reference to the boundary conditions.
For the same reason, it is called a pure displacement problem if I'; = ¢, or
a pure traction problem if T’y = ¢. R

Thanks to the symmetry of the tensor field 3 and to the relations AB : C =
B: ATC =B” : CTA valid for any A, B,C € M?, the integrand appearing in
the left-hand side of the principle of virtual work can be re-written as

I+ V&)L : Vo =3%:Vo+ (Vul): Vo
1 /e o AT o a A R
- (E:V'v—i—ET:V'v—i—(VUE):V'v—i—(VuET):V'v)

F (@% + vl +valve + Vel va

M)y o — ol

. E(w)v,
where

~ o L S S TS ST
E/(U)U=§(VU+VUT+VUTVU+VUTVU)

denotes the Gateauz derivative of the mapping E : & € W(Q) — S (it is im-
mediately verified that E’ (u)v is indeed the linear part with respect to v in
the difference E(ﬁ +0) — E(ﬁ)) Naturally, ad hoc topologies must be spec-
ified insuring that the mapping E is differentiable (for instance, it is so if it
is considered as a mapping from the space W14(€) into the space L2(;S?)).
Consequently, the left-hand of the principle of virtual work takes the form

[(H%ﬁ)i:%dx:[ﬁ:(E'(a)a)df
Q Q
- ﬁffz(.,ﬁ(a)) . (B (u)v)dz,

or, componentwise,

[ (619 + 5%95,0)9,5 d7 = [ 5% (EL, (a)p) d7
Q

Q
_ /ﬁ Rz, B(@))(E!, (@)p) 7.

This observation motivates the following definition: An elastic material is
hyperelastic if there exists a stored energy function W : {Q}~ xS* - R
such that e

~ o~ oW .~ A ~ 3
R(Z,E) = a—ﬁ(x,E) for all (z,E) € {Q}~ x S°,

or equivalently, such that

oW

R (3, B) s
»

(z,E) for all (z,E) = (z, (E;;)) € {Q}~ x S*.
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If the elastic material is hyperelastic, the principle of virtual work thus takes
the form
OV o o o o~
—W(-,E(u)):(E'(u)v)dx:/f-vda:—i— h-vdl’
g OE 0 T
for all v € W(ﬁ), so that it becomes formally equivalent to the equations
J' (W) =0 for all 5 € W (1),

where j’(ﬁ)ﬁ denotes the Gateaus derivative at G of the energy J : W(ﬁ) —R

~

defined for all ¥ € W(Q) by

f(%)—/ﬁfv\(-,ﬁ(ﬁ))df—{/ﬁ}ﬁder/ﬁfL@df}.

~

Naturally, an ad hoc topology in the space W()) must be again specified, so
that the energy J is differentiable on that space.

To sum up, if the elastic material is hyperelastic, finding the unknown dis-
placement field W amounts, at least formally, to finding the stationary points
(hence in particular, the minimizers) of the energy J over an ad hoc space
W(ﬁ) of vector fields v satisfying the boundary conditions v = 0 on fo, ie.,
to finding those vector fields & € W(Q) such that the Fréchet derivative J'()
vanishes.

In other words, the boundary value problem of three-dimensional nonlinear
elasticity becomes, at least formally, equivalent to a problem in the calculus of
variations if the material is hyperelastic.

This observation was put to a beautiful use when Ball [1977] established in a
landmark paper the existence of minimizers of the energy for hyperelastic ma-
terials whose stored energy is polyconvexr and satisfies ad hoc growth conditions
(the notion of polyconvexity, which is due to John Ball, plays a fundamen-
tal role in the calculus of variations). This theory accommodates non-smooth
boundaries and boundary conditions such as those considered here and is not
restricted to “small enough” forces. However, it does not provide the existence
of a solution to the corresponding variational problem (let alone to the original
boundary value problem), because the energy is not differentiable in the spaces
where the minimizers are found (a detailed account of John Ball’s theory is also
found in Ciarlet [1988, Chapter 7]).

If the elastic material is homogeneous and isotropic and the reference config-
uration {2}~ is a natural state, i.e., is “stress-free” (these notions are defined
in ibid., Chapter 3), the response function takes a remarkably simple form “for
small deformations” (ibid., Theorem 3.8-1): There exist two constants A and p,
called the Lamé constants of the material, such that

~ o~

R(E) = Mtr E)I 4 24E + o(E) for all E € S?
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(the response function no longer depends on Z € Q by virtue of the assumption
of homogeneity). Equivalently,

RY(E) = A% Eyy + o(E) for all E = (Ey) € S°,
where the constants
E’ijk@ — Aéij(skﬁ + M(éiké‘ji + 5i€6jk)

are called the Cartesian components of the elasticity tensor (character-
izing the elastic body under consideration). Experimental evidence shows that
the Lamé constants of actual elastic materials satisfy 3A 4+ 2p > 0 and p > 0.

For such materials, an existence theory is available that relies on the implicit
function theorem. It is, however, restricted to smooth boundaries, to “small
enough” applied forces, and to special classes of boundary conditions, which do
not include those of the displacement-traction problems considered here (save
exceptional cases). See Ciarlet [1988, Section 6.7] and Valent [1988].

Detailed expositions of the modeling of three-dimensional nonlinear elasticity
are found in Truesdell & Noll [1965], Germain [1972], Wang & Truesdell [1973],
Germain [1981], Marsden & Hughes [1983, Chapters 1-5], and Ciarlet [1988,
Chapters 1-5]. Tts mathematical theory is exposed in Ball [1977], Marsden &
Hughes [1983], Valent [1988], and Ciarlet [1988, Chapters 6 and 7].

3.2 PRINCIPLE OF VIRTUAL WORK IN
CURVILINEAR COORDINATES

Our first objective is to transform the principle of virtual work expressed in
Cartesian coordinates (Section 3.1) into similar equations, but now expressed
in arbitrary curvilinear coordinates.

Remark. Our point of departure could be as well the formally equivalent
equations of equilibrium in Cartesian coordinates. It has been instead preferred
here to derive the equations of equilibrium in curvilinear coordinates as natural
corollaries to the principle of virtual work in curvilinear coordinates; see Section
3.3. O

Our point of departure thus consists of the variational equations

/A 5" (B, (w)p)dz = [ Fi0;d% + /A h'5,dT,
Q Q T

which are satisfied for all & = 7;¢' € W(Q). We recall that Q is a domain in
E? with its boundary r partitioned as T =Tyu fl, W(ﬁ) is a space of suf-
ficiently smooth vector fields @ = (0;) that vanish on T, @ = (@;) € W(Q)
is the displacement field of the reference configuration {ﬁ}’, the functions
6% =59 : {Q1}~ — R are the second Piola-Kirchhoff stresses, the functions

~ ~ ~

~ 1 . ~ PPN PPN
Ez{j (u)v = 5(@% + 0;0; + 0;Um0;0™ + 0;Um0;U™)
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are the Gateaux derivatives of the Green-St Venant strains Ej : W((AZ) — R
defined by

and finally, (f') : @ — R3 and (k') : T1 — R® are the densities of the applied
forces.

The above equations are expressed in terms of the Cartesian coordinates T;
of the points 7 = (Z;) € {2}~ and of the Cartesian components of the functions
5,7, 0;, f1, and hi.

Assume that we are also given a domain () in/jR3 and a smooth enough
injective immersion © : Q — E3 such that ©(Q) = {Q}~. Our objective consists
in expressing the equations of the principle of virtual work in terms of the
curvilinear coordinates x; of the points 7 = @(z) € {Q}~, where z = (z;) € Q.

In other words, we wish to carry out a change of variables, from the “old”
variables Z; to the “new” variables x;, in each one of the integrals appearing in
the above variational equations, which we thus wish to write as

/...dgz/...dx and / ...df:/ -..dr,
Q Q T r

where I’ is the subset of the boundary of Q that satisfies ®(I';) = fl. As
expected, we shall make an extensive use of notions introduced in Chapter 1 in
this process.

A word of caution. From now on, we shall freely extend without notice
all the definitions given (for instance, that of an immersion), or properties es-
tablished, in Chapter 1 on open sets to their analogs on closures of domains. In
particular, the definition of m-th order differentiability, m > 1, can be extended
as follows for functions defined over the closure of a domain. Let Q2 be an open
subset of R™, n > 2. For any integer m > 1, define the space C™(f2) as the sub-
space of the space C™()) consisting of all functions f € C™(Q) that, together
with all their partial derivatives of order < m, possess continuous extensions to
the closure 2. Because, in particular, of a deep extension theorem of Whitney
[1934], one can then show that, if the boundary of Q is Lipschitz-continuous,
the space C™(Q) can be defined equivalently as

C™(Q) = {fla; feCT™(RM)}

(irrespective of whether Q is bounded); for a proof, see, e.g., Ciarlet & C.
Mardare [2004a, Theorem 4.2]. For further results in this direction, see Stein
[1970]. O

Because the “old” unknowns %, : {ﬁ}f — R are the components of a vector
field, some care evidently must be exercised in the definition of the “new” un-
knowns, which must reflect the “physical invariance” of the displacement vector
u;(z)e" at each point 7 € {Q} . Accordingly, we proceed as in Section 1.4.
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Since the mapping ® : Q — E? considered above is assumed to be an
immersion, the three vectors g,(z) := 0;0(z), which are linearly independent
at all points x € Q, thus form the covariant basis at T = ©(z) € {ﬁ}* (Section
1.2). We may thus unambiguously define three new unknowns u; : Q@ — R by
requiring that

ui(z)g'(z) := 0;(2)e’ for all T = O(z), z € Q,

where the three vectors g'(x) form the contravariant basis at T =0(z) € {Q}-
(see Figure 1.4-2). Using the relations g'(z) - g;(x) = 0} and €' - &; = §?, we
note (again as in Section 1.4) that the old and new unknowns are related by

A~ A ; ~

u;(z) = u;(z)e’ 'gj(x) and 4;(7) = u;j(z)g’ (z) - €;.

Let 4
lg;(x)]" == g;(x) - € and [¢’ ()]; := ¢’ (z) - &,

ie., [gj (x)]* denotes the i-th component of the vector g, (2), and [g7 (x)]; denotes

the i-th component of the vector g7(z), over the basis {él, e, ’é3} = {é,,&,, ¢35}

of the Euclidean space E2. In terms of these notations, the preceding relations
thus become

uj(z) = u;(2) [g](x)]z and ;(7) = u;(z)[g? (x)]; for all 7 = O(z), = € Q.

The three components u;(z) are called the covariant components of the
displacement vector u;(z)g’(r) at 7, and the three functions u; : Q — R
defined in this fashion are called the covariant components of the displace-
ment field u;g° : Q@ — R3.

A word of caution. While the “old” unknown vector (4;(Z)) € R? can be,
and will henceforth be, justifiably identified with the displacement vector u(z) =
;(T)e" since the basis {€', €% &} is fixed in E?, this is no longer true for the
“new” unknown vector (u;(z)) € R3, since its components u;(z) now represent
the components of the displacement vector over the basis {g*(z), g%(z), ()},
which varies with x € Q.

In the same vein, the vector fields

u = (u;) and w := u;g°,

which are both defined on Q, must be carefully distinguished! While the latter
has an intrinsic character, the former has not; it only provides a means of
recovering the field w via its covariant components wu;. Il

Wg likewise associate “new” functions v; : @ — R with the “old” functions
U; : {2}~ — R appearing in the equations of the principle of virtual work by
letting
vi(x)g' () :=0;(Z)e’ for all T = O(x), z € QL.
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We begin the change of variables by considering the integrals found in the
right-hand side of the variational equations of the principle of virtual work,
i.e., those corresponding to the applied forces. With the Cartesian components
fi:Q=0(Q) — R of the applied body force density, let there be associated
its contravariant components f? : Q — R, defined by

fi(x)g;(x) == [ (@)e; for all T = O(x), x € Q.
This definition shows that
fi@) = F(@)lg'(2));,

and consequently that

. -~

F@)y(@) = (f'@)es) - (T (@)e)

for all ¥ = ©(z), z € Q. Hence

f’(f)@(ﬂf)dﬂ? = fix)vi(z)\/g(z)dax for all T = O(x), = € Q,
since dZ = \/g(z)dz (Theorem 1.3-1 (a)), and thus

/Af"@da’c\:/f"vi\/ﬁda:.
Q Q

Remark. What has just been proved is in effect the invariance of the number
fi(x)v;(x) with respect to changes of curvilinear coordinates, provided one vector
(here fi(x)g,;(x)) appears by means of its contravariant components (i.e., over
the covariant basis) and the other vector (here v;(z)g®(x)) appears by means
of its covariant components (i.e., over the contravariant basis). Naturally, this
number is nothing but the Fuclidean inner product of the two vectors. |

With the Cartesian components hi I, = ©(I'1) — R of the applied surface
force density, let there likewise be associated its contravariant components
h*: T — R, defined by

hi(x)g,;(x)\/g(x) AT (z) := hi(Z)e&; dT() for all Z = O(z), z € Ty,

where the area elements dI'(Z) at # = ©(z) € [} and dl(z) at = € Ty are
related by

dF (@) = V/g{a)\/ne(@)g (@)ni(e) AT (),

where the functions ny : I'y — R denote the components of the unit outer
normal vector field along the boundary of © (Theorem 1.3-1 (b)).
This definition shows that

Bi(@)e: = {nr(@)gd" (@)ne(z)} " hi(z)g,(x) for all & = O(x), z € Ty,
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and that

W (2) = \Jne(@)g™ (@)ne(x) W (@)]g' ().

The factor /g introduced in the definition of the functions h' implies that

/ hiG;dl = / hiv;\/gdT.
fl F1

As a result, the same factor /g appears in both integrals fQ fivi\/ﬁ dz and
fFl h'viy/g dI'. This common factor in turn gives rise to a more “natural”
boundary condition on I'y when the variational equations of the principle of vir-
tual work are used to derive the equilibrium equations in curvilinear coordinates
(Theorem 3.3-1).

Since our treatment in this section is essentially formal (as in Section 3.1),
the functions ﬂi,ﬁi,ﬁij,ﬁ, and hi appearing in the next theorem are again
assumed to be smooth enough, so as to insure that all the computations involved
make sense.

Transforming the integrals appearing in the left-hand side of the variational
equations of the principle of virtual work relies in particular on the fundamental
notion of covariant differentiation of a vector field, introduced in Section 1.4.

Theorem 3.2-1. Let Q be a domain in E3, let Q be a domain in R3, and let
®:0— E3 be an injective immersion that is also a C*-diffeomorphism from
onto {Q} oQ).

Define the vector fields u = (u;) : Q@ — R? and v = (v;) : @ — R3 and the

symmetric matriz fields (07) : Q@ — S and (E;;(v)) : @ — S? by

ui(x) = Uy (7)[g;(2)]* and vi(z) = 04 (T)[g;(2))", for all T = O(x), z € Q,
o (z) := " (2)[g' (x)|x[g’ (z)]¢ for all T = O(z), z € Q,

By (v)(x) :( (D) )) (@) [g; (@) for all = O(x), z € Q.

)

&
1

Then the functions E;; = E;; : W(Q) — R are also given by
1 re) 3
E;j(v) := (vz”] + )i + 9" U itn;) for all v = (v;) : Q@ — R?,
where the functions v;); := 0jv; —I‘fjvp, where I‘fj :=gP-0ig;, are the covariant

derivatives of the vector field v;g® : Q — R3. The Giteauz derivatives E; (u)v
are then related to the Gateaux derivatives

1
Ejj(w)v i= 5 (vig; + 055 + 9" {tmljin); + n)0mii})

of the functions E;; : W(2) — R by the relations

(B2, (@)3) @) = (Epe(w)vlg lilg");) (2) at all 7 € O(), = € 0.
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_ Let W(Q) denote a space of sufficiently smooth vector fields v = (v;) :
Q — R? that vanish on Ty. Then the above matriz and vector fields satisfy the
following variational equations:

/Qa”‘ (Ej;(u)v) gdz = Afiviﬁdm +/F h'v;\/gdl’
for all v = (v;) € W(RQ), where Ty := @ *(Ty) and I'y := O *(Ty).

Proof. The following conventions hold throughout this proof: The simul-
taneous appearance of T and x in an equality means that they are related by
7 = ©(x) and that the equality in question holds for all z € 2. The appearance
of = alone in a relation means that this relation holds for all = € €.

(i) Exzpression of the matriz field (%) : {ﬁ}* — S? in terms of the matrix
field (c%7) : Q — S? as defined in the statement of the theorem.

In part (i) of the proof of Theorem 1.4-1, it was shown that [g'(z)]xy =
9xO(Z), where © = O'e; : {ﬁ}_ — R3 denotes the inverse mapping of ©® =
O%e, : Q@ — E3. Since 9,0%(x) = [gj(x)]z, the relation V@(x)%(:)(f) =1
shows that . 4

9" (2)]klg, ()] = -

We thus have

since, by definition of the functions o?9,

*(@)1g" (@)]klg?(2))e = o (2).

(ii) Ezpressions of the functions Eij @) : {Q}~ — R in terms of the functions
E;;j(v): Q — R as defined in the statement of the theorem.

We likewise have

since, by definition of the functions FEyg,

(Bou®)@) lg6 ) g, (@) = Bro(w)(2).
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_ (ili) Ezpressions of the functions E;;j(v) in terms of the fields v = (v;) :
Q — R3 as defined in the statement of the theorem.
In Theorem 1.4-1, it was established that
0;1:(@) = (veyelg™)ilg");) (@),
Then this relation and the relation
9" (@)lmlg (@)]m = g"(2) - g () = g*(2)

together imply that

Es(®)@) = 5
= %((“kw + gk + gmnvmnkvnne)[g’“]i[g‘]j) ().

Because of the equivalence (with self-explanatory notations)

o~ o~

Ay(@) = (Awlg"Llg'); ) (@) <= Are(@) = Ay (@) ([9:]"[9,)7) (@),

we thus conclude from part (ii) that the functions E;;(v) are also given by

1 _
E;; (v) = E(Ui”j + vy + gmnvml\ivn”j) for all v = (’Uz) 10 — R3.

A\~

(iv) Ezpression of the Gdteaur derivatives E{j (w)v in terms of the Gateaux
derivatives Ej;(u)(v).

We likewise have
S (o Lo a a5 9.om ~ J-m
(B @) @) = (5008 + 058 + 8iiind;0™ + Dyt d™) ) ()
1
= (§(Uk|\z + Vg + 9" { U |k Vn e + UnHE'UmHk})[gk]i[g[]j) ()
= ((Blo(w)v)lg"lg"); ) (@),

since it is immediately verified that E};(u)v is indeed given by (as the linear
part with respect to v in the difference {E;;(u + v) — E;j(u)}):

1
Eij(wv = 5 (vi; + 050 + " {tm)jin)j + ngj0mii})

(v) Conclusions: Parts (i) and (iv) together show that

(59 (B @) @) = ("(Epe(w))lg, ) 9,1 [9")l9")) (@)
= (0" (B} () (@),
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l9,(2))'1g"(2)]; = g,(2) - g"(2) = &, and [g,(2))’ [¢"(2)]; = g,(2) - " (x) = &

Finally, dZ = y/g(z)dz (Theorem 1.3-1 (a)). Therefore,
[ 59 (By@p) i = [ (£ wo)/gda.
Q Q

on the one hand. At the beginning of this section, it was also shown that the
definition of the functions f* and A’ implies that

/Aﬁﬁid§=/fivi\/§dx and [ hit;dl = h*vi\/gdr,
Q Q

T, I

on the other hand. Thus the proof is complete. O

Naturally, if E? is identified with R® and ® = idgs, each vector g,(z) is
equal to €; and thus g¢(z) = &', g(z) = 1, g (x) = 6%, and I7;(z) = 0 for all
x € Q. Consequently, the fields (¢%/) and (%), (u;) and (4;), (f*) and (f’)7 and
(h?) and (ﬁl) coincide in this case.

The variational problem found in Theorem 3.2-1 constitutes the principle
of virtual work in curvilinear coordinates and the functions ¢ : Q — R
are the contravariant components of the second Piola-Kirchhoff stress
tensor field. They are also called the second Piola-Kirchhoff stresses in
curvilinear coordinates.

The functions Ej;j(v) : Q — R are the covariant components of the
Green-St Venant strain tensor field associated with an arbitrary displace-
ment field v;g° : © — R of the reference configuration @(2). They are also
called the Green-St Venant strains in curvilinear coordinates.

We saw in Section 3.1 that the Green-St Venant strain tensor in Cartesian
coordinates is indeed a “change of metric” tensor, since it may also be written
as

B®) = %({V(id{ﬁ}_ 19}V (id g, )~ T).

Naturally, this interpretation holds as well in curvilinear coordinates. Indeed, a
straightforward computation shows that the Green-St Venant strains in curvi-
linear coordinates may also be written as

Eij(v) = %(gij (v) — 9i5),

where
9ij(0) := (O + v g") - 9;(® + veg’) and g;; = 9,0 - 9;©

respectively denote the covariant components of the metric tensors of the de-
formed configuration (®© + v,g")(Q) associated with a displacement field veg”,
and of the reference configuration ©(f2).
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3.3 EQUATIONS OF EQUILIBRIUM IN
CURVILINEAR COORDINATES; COVARIANT
DERIVATIVES OF A TENSOR FIELD

While deriving the equations of equilibrium, i.e., the boundary value problem
that is formally equivalent to the variational equations of the principle of virtual
work, simply amounts in Cartesian coordinates to applying the fundamental
Green formula, doing so in curvilinear coordinates is more subtle. As we next
show, it relies in particular on the notion of covariant differentiation of a tensor
field.

Asin Sections 3.1 and 3.2, our treatment is formal, in that ad hoc smoothness
is implicitly assumed throughout. We recall that the space W () denotes a
space of sufficiently smooth vector fields v : Q — R3 that vanish on T.

Theorem 3.3-1. Let Q be a domain in R3, let T =TqUT; be a partition of the
boundary I' of Q, let n; denote the components of the unit outer normal vector
field along 09, and let f* : Q — R and h* : Ty — R be given functions. Then
a symmetric matriz field (c¥) : Q — S and a vector field u = (u;) :  — R?
satisfy the principle of virtual work in curvilinear coordinates found in Theorem
3.2-1, viz.,

/Uij(Ez{j(u)v)\/gde/fivix/gdx‘f'/ h'viy/gdl
Q 2 T

for allv = (v;) € W(Q) if and only if these fields satisfy the following boundary
value problem:

— (0 + M g ug)ll; = £ in Q,
(0 + kagiéug”k)nj =h'onTy,
where, for an arbitrary tensor field with smooth enough contravariant compo-

nents t : Q — R,
S i S Iy
9|y = 9yt + T 77 + T 1.

Proof. (i) We first establish the relations

9;v/g = gl

To this end, we recall that \/g = |det V@|, that the column vectors of the
matrix VO are g, g,,g; (in this order), and that the vectors g; are linearly
independent at all points in . Assume for instance that det VO > 0, so that

V7 = det VO = det(gy,g,,93) in Q.
Then

0j\g = det(ajg1a92793) + det(g;, 83‘92,93) + det (g, 92, 8]'93)
=T1; det(g,, g, 93) + T%; det(g1,9,,93) + s, det(gy,92,9,)
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since 9;g, = I',.g,, (Theorem 1.4-2 (a)); hence
9i\g = (F%j + ng + ng) det(gy,92,93) = 'ei\/9-
The proof is similar if \/g = —det V@ in Q.

(ii) Because of the symmetries 0%/ = 7%, the integrand in the left-hand side
of the principle of virtual work (Theorem 3.2-1) can be re-written as

o (B (w)v) = 0" (v + ¢ U iVn ] )-

Taking into account the relations d;,/g = /gy, (part (i)) and using the
fundamental Green formula

/(@-v)wdx:—/ v&‘jwdx—i—/vwnjdf,
Q Q r

we obtain:
/Qaijviﬂj\/ﬁdx = /Q\/Eaijﬁjvida: - /Q V9o T vy dz

= —/Q(‘)j(\/ﬁoij)vida:—l—/r\/Eoijnjvidf—/ﬂ\/Eapjfi,jvidx
= —/Q\/E((‘)jaij + 10,07 —l—ngaiq)vidx—l— /F V90 nv;dT
:—/Q(ainj)vi\/de—l—/Faijnjvi\/ng‘

for all vector fields v = (v;) : Q — R3. We likewise obtain:
/glaijgm"um||ivn|\j\/§d$:—/Q\/E{(Ukjg”w||k)||j}vidx

+/F\/§(Ukjgwu4|‘k)njvidF

for all vector fields v = (v;) :  — R3. Hence the variational equations of the
principle of virtual work imply that

/ \/E{(O'ij _|_Ukjgi€u[”k)”j +fi}’l)id$
Q
= \/ﬁ{(aij + Ukjgwwﬂk)nj - hi}vi dr
1Y
for all (v;) € W(Q). Letting (v;) vary first in (D(Q))3, then in W(Q), yields
the announced boundary value problem.

The converse is established by means of the same integration by parts for-
mulas. O
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The equations
_(Uij + Ukjg”uz”k)ﬂj — fz in Q7
(0 + Ukjg”uz”k)nj =h'on Ty
o =7 in Q,
constitute the equations of equilibrium in curvilinear coordinates.
The functions - N o
t9 = g 4 Uk]gwugﬂk
are the contravariant components of the first Piola-Kirchhoff stress

tensor.
Finally, the functions

t9]|; = Ot + T)yt? + ]t
are instances of first-order covariant derivatives of a tensor field, de-
fined here by means of its contravariant components t” : Q — R (for a more
systematic derivation, see, e.g., Lebedev & Cloud [2003, Chapter 4]).
We emphasize that, like their Cartesian special cases, the principle of virtual
work and the equations of equilibrium are valid for any continuum (see, e.g.,
Ciarlet [1988, Chapter 2]), i.e., regardless of the nature of the continuum.

The object of the next section is precisely to take this last aspect into ac-
count.

3.4 CONSTITUTIVE EQUATION IN CURVILINEAR
COORDINATES

Because of Theorem 3.2-1, the constitutive equation of an elastic material (cf.
Section 3.1) can be easily converted in terms of curvilinear coordinates.

Theorem 3.4-1. Let the notations and assumptions be as in Theorem 3.2-1.
Let there be given functions RY : {Q}~ x S — R such that

5(2) = RY(Z, (Bre(w)(2)) for all & € {Q}

is the constitutive equation of an elastic material with {ﬁ}’ as its reference
configuration.

Then there exist functions RY : Q xS* = R, depending only on the func-
tions RY and on the mapping © : Q — E3, such that the second Piola-Kirchhoff
stresses in curvilinear coordinates o : Q — R are given in terms of the covari-
ant components of the Green-St Venant strain tensor as

o (x) = RY(z, (Bre(u)(z))) for all 2 € Q.

Assume that, in addition, the elastic material is homogeneous and isotropic
and that its reference configuration {2}~ is a natural state, in which case the

functions R satisfy

RY(E) = A% Eyy + o(E) for all E = (Ej) € S%,
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with
A‘ijke _ Aéijékf + u(éikéjé + 5i£5jk).
Then, in this case, the functions RY satisfy
R (x,E) = A (2)Eyy + o(E) for all E = (Ej) € S?
at each x € Q, where

Aidke . )\gijgke +M(gikgj£ +gi€gjk) _ ikt _ pktij

Proof. Let e = (:)iei : {ﬁ}’ — R3 denote the inverse mapping of the
C2—di/f\feomor2hism ® : Q — E3. Theorem 3.2-1 and its proof show that, for all
x=0(T) € Q,

o' (@) = RM(@, (Epq(@)(@)))[g" (2)]1[g’ ()],

Epq(0)(Z) = (Emn(v)[g™]5l9"]¢) (),
[g" (2)]) = 9.0 (2).
The announced conclusions immediately follow from these relations. |

Given an elastic material with @(Q) as its reference configuration, the rela-
tions

o (x) = RY(z, (Ere(u)(x))) for all z € Q

form its constitutive equation in curvilinear coordinates, the matrix field
(R¥) : Q x §* — S? being its response function in curvilinear coordi-
nates. The functions A% = \gi/ g** 4 1i(g%* g9* + g** g’%) are the contravariant
components of the three-dimensional elasticity tensor in curvilinear
coordinates (characterizing a specific elastic body).

3.5 THE EQUATIONS OF NONLINEAR ELASTICITY
IN CURVILINEAR COORDINATES

Assembling the various relations found in Sections 3.2, 3.3, and 3.4, we are
in a position to describe the basic boundary value problem of nonlinear
elasticity in curvilinear coordinates. We are given:

— a domain Q in R? whose boundary I is partitioned as I' = 'y UT'; and an
immersion © : Q — E3 that is also a C2-diffeomorphism from  onto its image;

— a matrix field (R¥) : Q x S? — S3, which is the response function of an
elastic material with the set ®(Q) C E? as its reference configuration;

— a vector field (f) : @ — R? and a vector field (k%) : I'; — R®, whose
components are the contravariant components of the applied body and surface
force densities.
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We are seeking a vector field u = (u;) : @ — R®, whose components are
the covariant components of the displacement field u;g* of the set ©(Q), that
satisfies the following boundary value problem:

— (0% + M g ug)ll; = fFin Q,
u; = 0 on Ty,
(aij + Ukjgwug”k)nj =h'on Ty,
O'ij = Rij(', (Ekg(’u,))) in ﬁ,
where
G o i o i
£ o= Ot 4+ T4, 497 + T 119,
Up||k = 8ku4 - I‘fjup,

1
Ere(u) := §(Uk||z + gk + 9" Uk Une)-

If in addition the elastic material is homogeneous and isotropic and its ref-
erence configuration ®(2) is a natural state, the functions R satisfy

RY (2, E) = A" (2)Ege + o(E) for all E = (Ey) € S
at each = € Q, where
AURE = £gid gkt 4 gk gt | it giky.

The above nonlinear boundary value problem is a pure displacement
problem if I'y = I', a pure traction problem if I'y = I', and a displace-
ment-traction problem if areal’y > 0 and areal'; > 0.

Let W(Q) denote a space of sufficiently smooth vector fields v = (v;) : Q —
R? that vanish on T'g. Then the unknown vector field w € W () satisfies the
above boundary value problem if and only if it satisfies, at least formally, the
following variational equations:

/ R (-, (Bie(w))) (B () Gz = / Fivi/gda + / hivs/gdl
Q Q ry
for all v = (v;) € W(Q), where

1
Eij(w)v = 5 (v + 055 + ¢ {tm)jitn); + n)j0myi})

are the Gateaux derivatives of the functions E;; : W(Q2) — R.
If the elastic material is hyperelastic, there exists a stored energy function
W:Q xS? — R such that

ow

(z,E) for all (z,E) = (z, (E;;)) € Q x S*.
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In this case, the above variational equations thus become formally equivalent
to the equations
J'(u)v =0 for all v € W(Q),

where the energy in curvilinear coordinates J : W(Q2) — R is defined for
all v € W(Q) by

J(v)—/gw(.,(EM(v)))\/gdx—{Lfivi@dx+/Fl hivi\/gdl“}.

Finding the unknown vector field w in this case thus amounts, at least for-
mally, to finding the stationary points, and in particular the minimizers, of the
energy J over an ad hoc space W ().

3.6 THE EQUATIONS OF LINEARIZED ELASTICITY
IN CURVILINEAR COORDINATES

Formally, the boundary value problem of nonlinear elasticity in curvilinear co-
ordinates (Section 3.5) consists in finding a vector field w = (u;) such that

u € W(Q) and (A(u), B(u)) = (f,h) in F(Q2) x H(T'y),

where W(Q), F(2), and H(T';) are spaces of smooth enough vector fields re-
spectively defined on €2 and vanishing on I'g, defined in 2, and defined on I'y,

A:W(Q) - F(Q) and B: W(Q) — H(T,)
are nonlinear operators defined by
(Aw))’ = —(0 + ™ g ugy)||; and (B(w)) = (67 + o™ g™ ugp)n;,

where N N
0 =RY (-, Exe(u))
and the fields f = (f%) € F(Q) and h = (k') € H(T';) are given.
Assume henceforth that the elastic material is homogeneous and isotropic
and that the reference configuration is a natural state. This last assumption

thus implies that
(A(0),B(0)) = (0,0),

so that w = 0 is a particular solution corresponding to f = 0 and h = 0.
Assume in addition that W(Q2), F(Q2), and H(I';) are normed vector spaces
and that the nonlinear operator (A,B) : W(Q) — F(Q) x H(I'1) is Fréchet
differentiable at the origin 0 € W(Q). Then, by definition, the boundary
value problem of linearized elasticity consists in finding w = (u;) such
that
u € W(Q) and (A'(0)u, B (0)u) = (f,h) in F(Q) x H(I';).

In other words, this linear boundary value problem is the “tangent at the
origin” of the nonlinear boundary value problem. As such, its solution can be
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expected to be a good approximation, at least for “small enough” forces, of
the displacement field that satisfies the original nonlinear problem. Indeed, this
“raison d’étre” can be rigorously justified in ad hoc function spaces, but only
in some carefully circumscribed situations (see, e.g., Ciarlet [1988, Theorem
6.8-1]). Because it is linear, and thus incomparably simpler to solve than the
original nonlinear problem, this linear problem also provides an extraordinarily
efficient and versatile means of numerically approximating displacement and
stress fields in innumerable elastic structures arising in engineering. For this
reason, devising efficient approximation schemes for this problem has pervaded
the numerical analysis and computational mechanics literature during the past
decades and continues to do so to a very large extent, even to this day.

In order to compute the components of the vector fields .A'(0)u and B'(0)u,
it clearly suffices, once derivability is assumed, to compute the terms that are
linear with respect to v in the differences

A(v) — A(0) = A(v) and B(v) — B(0) = B(v).

Doing so shows that solving the boundary value problem of linearized elas-
ticity consists in finding a vector field w = (u;) : @ — R3 that satisfies

—oV||j = f in Q,
u; = 0 on Iy,
o’n; =h"on Ty,
O'ij = Aijkzekg(’u) in ﬁ,
where

1
ere(u) = 5 (unje + ).
Recall that
O'inj = (%aij + I‘;japj + I‘gqaiq,
Azjké — )\gzjgké +M(gzkg]£ +gz€gjk)’
Ve = 814)4 - Ffjvp.

The functions ey (v) := %(’Uk”g-f-’l}ng) are called the covariant components
of the linearized strain tensor, or the linearized strains in curvilinear
coordinates, associated with a displacement vector field v;g* of the reference
configuration @(2). By definition, they satisfy

eij(v) = [Ey (v)]™,

where [- - -] denotes the linear part with respect to v = (v;) in the expression

[-].
The linearized constitutive equation 07 = AY*e;,(u) is called Hooke’s

law in curvilinear coordinates and the functions ¢% that appear in this

equation are called the linearized stresses in curvilinear coordinates.
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The above linear boundary value problem is a pure displacement prob-
lem if I'y = I", a pure traction problem if I'y = I', and a displacement-
traction problem if areal'g > 0 and areal'; > 0.

Writing the above boundary value problem as a variational problem naturally
relies on the following “linearized version” of Theorem 3.3-1. As before, ad hoc
smoothness is implicitly assumed throughout.

Theorem 3.6-1. A symmetric matriz field (6¥7) : Q — S? satisfies
—o; = f"in Q,
Uijnj =h' on Iy,

if and only if it satisfies the variational equations
/ Uijeij(v)\/ﬁda: = / fivi\/ﬁda: +/ hivi\/ydf
Q Q IS

for all v = (v;) € W(Q), where W(Q) is a space of smooth enough vector fields
that vanish on I'g.

Proof. The proof relies on the integration by part formula
/ oy /gde = — / (0l vi/gdz + / o n;viy/gdl,
Q Q r

valid for all vector fields (v;) : Q@ — R3, established in the proof of Theorem
3.3-1. O

The variational equations derived in Theorem 3.6-1 constitute the linearized
principle of virtual work in curvilinear coordinates. Together with the
assumed symmetry of the matrix field (¢%/), the equations —o||; = f? in Q and
ot nj = h* constitute the linearized equations of equilibrium in curvilin-
ear coordinates.

Because of Theorem 3.6-1, it is immediately seen that the boundary value
problem of linearized elasticity is formally equivalent to finding a vector field
u € W(Q) that satisfies the following variational equations:

/ AT e (u)eij(v)y/gd = / flp/gda + / hv;\/gdl
Q Q I

for all v = (v;) € W(Q).
Thanks to the symmetries A% = A*J  finding the solutions to these vari-

ational equations also amounts to finding the stationary points of the functional
J: W(Q) — R defined by

J(v) = % /S)Aijwekg(v)eij(v)\/ﬁdx — {/Qf"vi\/ﬁdx+ /1“1 hivi\/EdF}

for all v € W(Q).
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Our objective in the next sections is to establish the existence and uniqueness
of the solution to these problems in ad hoc function spaces.
More specifically, define the space

V(Q) = {v=(v;) € H(Q;R?); v = 0 on T'p},

define the symmetric bilinear form B : V(Q) x V(2) — R by

B(u,v) :z/QAijMekg(u)eij(v)\/ﬁdm

for all (u,v) € V() x V(2), and define the linear form L : V(Q?) — R by

L(v) ::/invi\/ﬁdx—/r hiv;\/gdl

for all v € V(). Clearly, both forms B and L are continuous on the space
V(Q) if the data are smooth enough.

Our main result will then consist in establishing that, if areal'y > 0, the
bilinear form B is V(Q)-elliptic, i.e., that there exists a constant « > 0 such
that

a||v||iQ < B(v,v) for all v € V(),

where |||, o denotes the norm of the Hilbert space H'(£2;R3). This inequal-
ity holds, because of a fundamental Korn inequality in curvilinear coordinates
(Theorem 3.8-3), which asserts the existence of a constant C' such that

1/2
lolie < C{ Y lleu@)fo}  forallv e V(Q),
2]

in addition to the uniform positiveness of the elasticity tensor (Theorem 3.9-1),
meaning that there exists a constant C. such that

DIt < CoATH (@)treti

4,9

for all z € Q and all symmetric matrices (¢;;).

The ezistence and uniqueness of a solution to the above variational equations
then follow from the well-known Laz-Milgram lemma and the symmetry of the
bilinear form further implies that this solution is also the unique minimizer of
the functional J over the space V().

3.7 A FUNDAMENTAL LEMMA OF J.L. LIONS

We first review some essential definitions and notations, together with a funda-
mental lemma of J.L. Lions (Theorem 3.7-1). This lemma plays a key role in
the proof of the Korn inequality in curvilinear coordinates.
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Recall that a domain Q in R? is an open, bounded, connected subset of R¢
with a Lipschitz-continuous boundary T', the set Q being locally on one side of T.
As T is Lipschitz-continuous, a measure dI' can be defined along I and a unit
outer normal vector v = (v;)%; (“unit” means that its Euclidean norm is one)
exists dI’-almost everywhere along I'.

Let Q be a domain in R%. For each integer m > 1, H™(Q) and H*(2) denote

the usual Sobolev spaces. In particular,
HY(Q) := {v e L*(Q); 0w € L*(Q), 1 <i < d},
H?(Q) := {v e H'(Q); 0;jv € L*(Q), 1 < i, j < d},
where 0;v and 0;;v denote partial derivatives in the sense of distributions, and
H}(Q):={ve HY(Q);v=0o0nT},

where the relation v = 0 on I' is to be understood in the sense of trace. Boldface
letters denote vector-valued or matrix-valued functions, also called vector fields
or matriz fields, and their associated function spaces. The norm in L?(2) or
L2(Q) is noted [[[lg. and the norm in H™(€2) or H™(£2),m > 1, is noted [|-||,,, .
In particular then,

1/2
lellg.o == {/ waz} it € L2(9),
Q
d 1/2
lollog = { D lwilia}  ifv= ()L, e LA@),
i=1

d
/
Pl = {ia+ 10010} v e @)

d
> Il Q} if v = ()L, € H(Q),

i=1

ol =

1/2
} if v e H*(Q), etc.

= {13

Detailed treatments of Sobolev spaces are found in Necas [1967], Lions & Ma-
genes [1968], Dautray & Lions [1984, Chapters 1-3], Adams [1975]. An excellent
introduction is given in Brezis [1983].

In this section, we also consider the Sobolev space

H~(Q) := dual space of Hj(Q).

ij
3,j=1

Another possible definition of the space H{(£2) being
H;3(Q) = closure of D(2) with respect to Il q>

where D(2) denotes the space of infinitely differentiable real-valued functions
defined over 2 whose support is a compact subset of €2, it is clear that

veEL*N) = ve H Q) and 0w € HH(Q), 1 <i < n,
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since (the duality between the spaces D(Q) and D’(Q) is denoted by (-, -)):
(o = | [ vpds| < o

(0.9 == (0,000 = | = [ vdrpda] < o

o.ellellas

o.allelle

for all ¢ € D(Q). It is remarkable (but also remarkably difficult to prove!) that
the converse implication holds:

Theorem 3.7-1. Let Q be a domain in R* and let v be a distribution on Q.
Then

{fve H Q) and v € H}(Q), 1 <i<d} = ve L*(Q).

This implication was first proved by J.L. Lions, as stated in Magenes &
Stampacchia [1958, p. 320, Note (?7)]; for this reason, it will be henceforth
referred to as the lemma of J.L. Lions. Its first published proof for domains
with smooth boundaries appeared in Duvaut & Lions [1972, p. 111]; another
proof was also given by Tartar [1978]. Various extensions to “genuine” domains,
i.e., with Lipschitz-continuous boundaries, are given in Bolley & Camus [1976],
Geymonat & Suquet [1986], and Borchers & Sohr [1990]; Amrouche & Girault
[1994, Proposition 2.10] even proved that the more general implication

{veD'(Q) and dw € H™(Q), 1 <i<n} = ve H"(Q)

holds for arbitrary integers m € Z.

Note that some minimal regularity of the boundary 952 is anyway required:
Geymonat & Gilardi [1998] have shown that the lemma of J.L. Lions does not
hold if the open set  satisfies only the “segment property” (this means that,
for every x € 02, there exists an open set U, containing x and a vector a, # 0
such that (y +ta,) € Qforally € QNU, and all 0 < ¢t < 1).

Remark. Although Theorem 3.7-1 shall be referred to as “the” lemma of
J.L. Lions in this volume, there are other results of his that bear the same name
in the literature, such as his “compactness lemmas” (Lions [1961, Proposition
4.1, p. 59] or Lions [1969, Section 5.2, p. 57]) or his “singular perturbation
lemma” (Lions [1973, Lemma 5.1, p. 126]). O

3.8 KORN’S INEQUALITIES IN CURVILINEAR
COORDINATES

As already noted in Section 3.6, the existence and uniqueness of a solution
to the variational equations of three-dimensional linearized elasticity found in
Section 3.6 will essentially follow from the ellipticity of the associated bilinear
form.

To this end, an essential step consists in establishing a three-dimensional
Korn inequality in curvilinear coordinates (Theorem 3.8-3), due to Ciarlet [1993]
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(see also Chen & Jost [2002], who have shown that, in fact, such an inequality
holds in the more general context of Riemannian geometry). In essence, this
inequality asserts that, given a domain Q C R? with boundary I' and a subset I'g
of I' with areaTy > 0, the L2(2)-norm of the matriz fields (e;j(v)) is equivalent
to the HY(Q)-norm of the vector fields v for all vector fields v € H'(Q) that
vanish on Ty (the ellipticity of the bilinear form also relies on the positive
definiteness of the three-dimensional elasticity tensor; cf. Theorem 3.9-1). Recall
that the functions e;;(v) = 3(v;; + vjy;) are the covariant components of the
linearized strain tensor associated with a displacement field v;g" of the reference
configuration ©(Q).

As a first step towards proving such an inequality, we establish in Theorem
3.8-1 a Korn’s inequality in curvilinear coordinates “without boundary
conditions”. This means that this inequality is valid for all vector fields v =
(v;) € HL(Q), i.e., that do not satisfy any specific boundary condition on T.

This inequality is truly remarkable, since only siz different combinations of
first-order partial derivatives, viz., %(@-vi + d;v;), occur in its right-hand side,
while all nine partial derivatives d;v; occur in its left-hand side! A similarly
striking observation applies to part (ii) of the next proof, which entirely rests
on the crucial lemma of J.L. Lions recalled in the previous section.

Theorem 3.8-1. Let €2 be a domain in R3 and let © be a C?-diffeomorphism
of Q onto its image ©(Q) C E3. Given a vector field v = (v;) € HY(Q), let

1
€ij(v) = {5(83‘%‘ + Oiv;) — Ffjv,,} € L*(Q)
denote the covariant components of the linearized change of metric tensor as-

sociated with the displacement field v;g*. Then there exists a constant Cy =
Co(Q,©) such that

1/2
lollie < Co - Iullda + 3 llei(@)l3a} " for all v = (u) € H(%),
i i,j

Proof. The proof is essentially an extension of that given in Duvaut & Lions
[1972, p. 110] for proving Korn’s inequality without boundary conditions in
Cartesian coordinates.

(i) Define the space
W(Q) = {v = (v;) € L*(Q); e;;(v) € L*(Q)}.

Then, equipped with the norm |||\ q, defined by

lollwiey == { 3~ llvi
A

the space W (Q) is a Hilbert space.

9 9 1/2
Bt Y lles@lial
0,J
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The relations “e;j(v) € L?*(Q)” appearing in the definition of the space
W (Q) are naturally to be understood in the sense of distributions. This means
that there exist functions in L?(Q), denoted e;;(v), such that

1
/ eij(v)pdr = —/ {E(vz@j«p +v;0;0) + Ffjvpga}dx for all ¢ € D(Q).
Q Q

o0

Let there be given a Cauchy sequence (v*)?2, with elements v* = (vF) €

W(Q). The definition of the norm |||y, shows that there exist functions
v; € L2(Q) and e;; € L?(2) such that

oF — w; in L*(Q) and e;;(v") — e in L*(Q) as k — oo,

since the space L2(f2) is complete. Given a function ¢ € D(f), letting k — oo
in the relations

1
/ eij (V") pdz = —/ {i(vfajga—i—vfaﬂp) —&—Ffjv’;ga}dx, k>1,
Q Q

shows that e;; = e;;(v).
(ii) The spaces W (Q) and H*(Q) coincide.

Clearly, H}(Q) € W(£). To establish the other inclusion, let v = (v;) €
W(Q). Then
1

sij(v) := 5(9jvi + 9y05) = {eij(v) + Tijup} € L*(Q),

since e;;(v) € L*(Q),T}; € C°(Q), and v, € L*(2). We thus have

opv; € Hil(Q),
9 (Okvi) = {0;8i(v) + gsij(v) — Disj(v)} € HH(Q),

since w € L?(Q) implies dpw € H~1(Q). Hence dxv; € L*(Q) by the lemma of
J.L. Lions (Theorem 3.7-1) and thus v € H*(Q).

(i) Korn’s inequality without boundary conditions.

The identity mapping ¢ from the space H(2) equipped with |||, ,, into the
space W () equipped with [|-||y g, is injective, continuous (there clearly exists
a constant ¢ such that [[v]|wq) < ¢l|vf1,q for all v € HY(Q2)), and surjective
by (ii). Since both spaces are complete (cf. (1)), the closed graph theorem (see,
e.g., Brezis [1983, p. 19] for a proof) then shows that the inverse mapping ¢t~ is
also continuous; this continuity is exactly what is expressed by Korn’s inequality
without boundary conditions. O
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Our next objective is to dispose of the norms ||v;]jo,o in the right-hand
side of the Korn inequality established in Theorem 3.8-1 when the vector fields
v = (v;) € HY(Q) are subjected to the boundary condition v = 0 on a subset
I’y of the boundary I' that satisfies areal'y > 0. To this end, we first establish
in the next theorem the weaker property that the semi-norm

1/2
v = { Y lei®)lla}
i,J

becomes a norm for such vector fields.

Part (a) in the next theorem constitutes the infinitesimal rigid displace-
ment lemma in curvilinear coordinates “without boundary condi-
tions”, while part (b) constitutes the infinitesimal rigid displacement
lemma in curvilinear coordinates, “with boundary conditions”.

The adjective “infinitesimal” reminds that if e;;(v) = 0 in Q, i.e., if only
the linearized part of the full change of metric tensor E;;(v) vanishes in Q (cf.
Section 3.6), then the corresponding displacement field v;g’ is in a specific sense
only the linearized part of a genuine rigid displacement.

More precisely, let an infinitesimal rigid displacement v;g* of the set
©(Q) be defined as one whose associated vector field v = (v;) € H(f) satisfies
eij(v) = 01in Q. Then one can show that the space of such infinitesimal rigid
displacements coincides with the tangent space at the origin to the manifold of
“rigid displacements” of the set @(Q). Such rigid displacements are defined
as those whose associated deformed configuration (@ + v;g%)(Q) is obtained
by means of a “rigid transformation” of the reference configuration @ (Q) (cf.
Section 1.7); for details, see Ciarlet & C. Mardare [2003].

Theorem 3.8-2. Let ) be a domain in R3 and let © be a C?-diffeomorphism
onto its image ©(Q) C E3.
(a) Let a vector field v = (v;) € HY(Q) be such that

eij(v) =0 in Q.

Then there exist two vectors a,b € R? such that the associated vector field v;g
is of the form 4 _
vi(x)g'(x) =a+bAO(x) for all z € Q.

(b) Let Ty be a dU'-measurable subset of the boundary O that satisfies
arealy > 0, and let a vector field v = (v;) € H' () be such that

eij(v) =0in Q and v =0 on T'y.

Then v = 0 in €.

Proof. An argument similar to that used in part (ii) of the proof of Theorem
3.2-1 shows that

€, (0)(Z) = (ekg(v)[gk]i[ge]j) (x) for all T = O(x), z € Q,
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where €;;(v) = %(5]@ + 5@-) and the vector fields & = (3;) € H*(Q) and
v = (v;) € H(Q) are related by
0;(2)e’ = v;(z)g'(z) for all T = O(x), z € Q.
Hence N
eij(v) =0 in Q implies €;;(v) = 0 in €,
and the identity (actually, the same as in the proof of Theorem 3.8-1)
0;(9k0:) = 96 (B) + 0y (B) — 0 n(®) in D'(Q)
further shows that
€,;(®) = 0 in Q implies 9;(Jv;) = 0 in D'(Q).
By a classical result from distribution theory (Schwartz [1966, p. 60]), each
function v; is therefore a polynomial of degree <1 in the variables Z;, since the

set O is connected. There thus exist constants a; and b;; such that
0:(Z) = a; + by;z; for all T = (T;) € Q.

But €;;(v) = 0 also implies that b;; = —bj;;. Hence there exist two vectors
a,b € R3 such that (oZ denotes the column vector with components z;)

v:(2)e" =a+bA o forall T € (),
or equivalently, such that
vi(r)g' () = a+bAO(z) for all z € Q.

Since the set where such a vector field 7;e' vanishes is always of zero area
unless a = b = 0 (as is easily proved; see, e.g., Ciarlet [1988, Theorem 6.3-4]),
the assumption areal'g > 0 implies that v = 0. ([

Remark. Since the fields g; are of class C' on © by assumption, the compo-
nents v; of a field v = (v;) € HY(Q) satisfying e;j(v) = 0 in Q are thus auto-
matically in C!(Q2) since v; = (v;¢7) - g;. Remarkably, the field v;g° = a +bA ©
inherits in this case even more regularity, as it is of class C? on Q! O

We are now in a position to prove the announced Korn inequality in
curvilinear coordinates “with boundary conditions”.

Theorem 3.8-3. Let Q be a domain in R3, let © be a C?-diffeomorphism of
Q onto its image ©(Q) C E3, let Ty be a dT'-measurable subset of the boundary
0N that satisfies arealy > 0, and let the space V(2) be defined by

V(Q) = {v = (v;) € H(Q); v = 0 on I'y}.
Then there exists a constant C = C(Q,Tg, ®) such that

1/2
lolie < C{ Y lleu@)fa}  for all v e V(Q).
2
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Proof. If the announced inequality is false, there exists a sequence (vk),;";l
of elements v* € V() such that

||'UkH17Q =1 for all £ and klijgo Heij('vk)”oﬂ =0.

Since the sequence (v*)22, is bounded in H!(), a subsequence (v°)%2,

converges in L2(Q) by the Rellich-Kondrasov theorem. Furthermore, since

lim lei;(v*)lo.0 =0,

£— 00

each sequence (e;;(v%))32, also converges in L2(2) (to 0, but this information
is not used at this stage). The subsequence (v%)2°, is thus a Cauchy sequence
with respect to the norm

1/2
v= )= {3 lilia+D lles@)da}
i i,j

hence with respect to the norm ||-||; o by Korn’s inequality without boundary
conditions (Theorem 3.8-1). /
The space V(£2) being complete as a closed subspace of H!(Q2), there exists

v € V() such that

lim v* = v in HY(Q),

{—00
and the limit v satisfies ||e;; (v) 0.0 = lim/— oo [l€ij(v%)]l0.2 = 0; hence v = 0 by
Theorem 3.8-2. But this contradicts the relations ||'ué||179 =1forall > 1, and
the proof is complete. O

Identifying E? with R and letting ©(z) = x for all z € Q shows that
Theorems 3.8-1 to 3.8-3 contain as special cases the Korn inequalities and
the infinitesimal rigid displacement lemma in Cartesian coordinates (see, e.g.,
Duvaut & Lions [1972, p. 110]).

Let

Rig(Q) := {r € H'(Q); e;;(r) = 01in Q}

denote the space of vector fields v = (v;) € H(Q) whose associated displace-
ment fields v;g° are infinitesimal rigid displacements of the reference configu-
ration ®(Q2). We conclude our study of Korn’s inequalities in curvilinear co-
ordinates by showing that the Korn inequality “without boundary conditions”
(Theorem 3.8-1) is equivalent to yet another Korn’s inequality in curvilin-
ear coordinates, “over the quotient space H!(Q)/ Rig(Q2)”. As we shall
see later (Theorem 3.9-3), this inequality is the basis of the existence theorem
for the pure traction problem.

In the next theorem, the notation v designates the equivalence class of an

element v € H'(Q2) in the quotient space H!(Q)/ Rig(Q2). In other words,

¥ = {w € H'(Q); (w —v) € Rig(Q)}.
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Theorem 3.8-4. Let 2 be a domain in R3 and let © be a C?-diffeomorphism
of Q onto its image ©(Q) C E3. Let |||, o, designate the quotient norm |-||, ¢

over the Hilbert space H'(Q)/ Rig(Q), defined by

q:= inf |v+r|q forall v € H(Q)/ Rig(Q).
rcRig(Q)

Then there exists a constant C = C (2, ®) such that

1/2 . .
o]l10 < c{ Z lles; (9)]12 Q} for all & € H(Q)/ Rig(9).

Moreover, this Korn inequality “over the quotient space H'(Q)/Rig(Q)” is
equivalent to the Korn inequality “without boundary condition” of Theorem
3.8-1.

Proof. (i) To begin with, we show that the Korn inequality “without bound-
ary conditions” implies the announced Korn inequality “over the quotient space

H'(Q)/ Rig(Q)".

By Theorem 3.8-2, a vector field r = (r;) € H'(Q) satisfies ¢;;(r) = 0 in Q
if and only if there exist two vectors a,b € R? such that v;(z)g*(z) = a + b A
©(x) for all z € Q. This shows that the space Rig(Q) is finite-dimensional, of
dimension siz.
By the Hahn-Banach theorem, there thus exist six continuous linear forms
l, on HY(Q), 1 < a < 6 with the following property: An element r € Rig(f2)
is equal to 0 if and only if £, (r) =0, 1 < a < 6. We then claim that it suffices
to establish the existence of a constant D such that

1/ 6
ot < D({ (o)) T+ lalw)]) for all v € HA(Q),
a=1

since this inequality will in turn imply the desired inequality: Given any v €
H'(Q), let 7(v) € Rig(2) be such that £, (v + r(v)) =0, 1 < a < 6; then
QO = inf

v
reRig(Q) ( )”LQ

<D{Z||e” e} —D{leew Mo}

To establish the existence of such a constant D, assume the contrary. Then
there exist v* € HY(Q), k > 1, such that

q=1forall k>1,

and

(S testia ™+ S atoh) 0



144 Applications to three-dimensional elasticity [Ch. 3

By Rellich theorem, there exists a subsequence ('vé);‘;l that converges in

L%(Q). Since each sequence (e;;(v*))2, also converges in L?(f2), the subse-

quence (ve)g‘;l is a Cauchy sequence with respect to the norm

2
v (Iwloa+{ X les @] 172).
i,J '

hence also with respect to the norm ||-||; o, by Korn’s inequality “without bound-

ary conditions” (Theorem 3.8-1). Consequently, there exists v € H(£2) such
that [[v* — v|1.0 = 0. But then v = 0 since eij(v) = 0 and £,(v) = 0,

1 < a <6, in contradiction with the relations ||'ue||179 =1 forall ¢>1.

(ii) We next show that, conversely, Korn’s inequality “in the quotient space
H(Q)/Rig(Q) implies Korn’s inequality ‘without boundary conditions”.

Assume the contrary. Then there exist v¥ € H(Q), k& > 1, such that

[v*|l1,0=1for all k> 1 and (||[v*[|o,o + [le(v")]

0.0) — 0.
k—oo
Let 7* € Rig(f) denote for each k > 1 the projection of v* on Rig(Q) with
respect to the inner-product of H*(£2), which thus satisfies:
[o* —rfllio=_inf [lof =710 and [[0*[F o = [0F —r*[q + [I7"]T g
reRig(Q) ? ’ ’
The space Rig(2) being finite-dimensional, the inequalities ||r¥||; o < 1 for
all k > 1 imply the existence of a subsequence (r)$2, that converges in H!(€2)
to an element r € Rig(Q). Besides, Korn’s inequality in the quotient space
H'(Q)/Rig(Q2) implies that ||v* — »¢||;1 0 = 0, %0 that ||vf — 7|10 =0
—00 —00

Hence ||[v* — 7|jo. o — 0, which forces r to be 0, since ||v|lo.o — 0 on the
£— 00 7 l—o0

other hand. We thus reach the conclusion that ||'ué||179 P 0, a contradiction.
—00
O

3.9 EXISTENCE AND UNIQUENESS THEOREMS IN
LINEARIZED ELASTICITY IN CURVILINEAR
COORDINATES

Let the space V() be defined as before by
V(Q) = {ve H(Q); v=0o0n Ty},

where I'g is a subset of the boundary 0f) satisfying areal'y > 0. Our objective
consists in showing that the bilinear form B : V() x V(2) — R defined by

B(u,v) :z/QAijMekg(u)eij(v)\/ﬁdx
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for all (u,v) € V(2) x V(Q) is V(Q)-elliptic. As a preliminary, we establish
the uniform positive-definiteness of the elasticity tensor (“uniform” means with
respect to points in Q and to symmetric matrices of order three). Recall that
the assumptions made in the next theorem about the Lamé constants A and p
also reflect experimental evidence.

Theorem 3.9-1. Let Q be a domain in R3 and let © be a C2—dii§”eom0rphism
of Q onto ®(Q) C E3, let the contravariant components A% : Q — R of the
elasticity tensor be defined by

ATRE = NG gkt 1 y(gik it 4 gitgiky,
and assume that 3X + 2 > 0 and p > 0. Then there exists a constant Ce =
Ce(2,0, A, 1) >0 such that
Dl < CeATM (@)tret
,J

for all x € Q and all symmetric matrices (t;;).

Proof. We recall that M? and S? respectively designate the set of all real
matrices of order d and the set of all real symmetric matrices of order d. The
elegant proof of part (ii) given below is due to Cristinel Mardare.

(i) To begin with, we establish a crucial inequality. Let d > 2 be an integer
and let x and p be two constants satisfying dx + 2 > 0 and > 0. Then there
exists a constant o = a(d, x, u) > 0 such that

atr(BTB) < x(tr B)? + 2utr(BTB) for all B € M.

If x > 0 and g > 0, this inequality holds with o = 2u. It thus remains to
consider the case where _FM < x < 0and g > 0. Given any matrix B € M¢,
define the matrix C € M? by

C=AB:= x(tr B)I + 2uB.

The linear mapping A : M% — M¢ defined in this fashion can be easily inverted
if dxy +2u# 0 and p # 0, as

X
2p(dx + 2p)

Noting that the bilinear mapping
(B,C)eM? xM? - B:C:=trB'C

1
B=A"'C= trC) I+ —C.
(tr C) +2u

defines an inner product over the space M?, we thus obtain
x(trB)? +2utr(B'B) = (AB): B=C: A™'C

X 2 1 T 1
=-——>—(trC)*+ —tr(CTC) > —C: C
2u(d><+2u)( ) 2u ( ) 2p
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2
for any B = A~1C € M? if _7;1 < x <0 and p > 0. Since there clearly exists
a constant 5 = 8(d, x, 1) > 0 such that

B:B<p3C:Cforall B=A1CeM¢?
2
the announced inequality also holds if _7;1 < x < 0and g > 0, with a =
(2p3)~1 in this case.
(ii) We next show that, for any x* € Q and any nonzero symmetric matriz

(tij),

Aijké ((E)tkgtij > agik (x)gjz(x)tkgtij > 0,

where o > 0 is the constant of (i) corresponding to d = 3.
Given any = € ) and any symmetric matrix (;;), let

G(z) := (g7 (z)) and T = (t;;).
Then it is easily verified that
AT (@) gt = )\(tr(G(x)T)) ot (G(x)TG(x)T).

In order to render this expression similar to that appearing in the right-
hand side of the inequality of (i), let H(z) € S* be the unique square root
of G(x) € S? (i.e., the unique positive-definite symmetric matrix that satisfies
(H(x))? = G(x); for details about such square roots, see, e.g., Ciarlet [1988,
Theorem 3.2-1]), and let

B(z) := H(z)TH(z) € S°.
Because tr(BC) = tr(CB) for any B, C € M?, we may then also write
AT () gt = /\(tr(B(a:)))2 ot (B(x)TB(x)).
By (i), there thus exists a constant a > 0 such that
AR ()bt > actr (B(x)TB(x))

Since B(z) = H(z)TH(z) = 0 only if T = 0, it thus follows that, for any 2 € Q
and any nonzero symmetric matrix (¢;;),

tr (B(x)TB(x)) = tr (G(m)TG(m)T) = " (2)g7 () trets; > 0.

(iii) Conclusion: Since the mapping

(, (t:5)) € K =0 x {(tig) € 85D [tyl? = 1} = g™ (2)g” (2)uets
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is continuous and its domain of definition is compact, we infer that

=06(02;09) = inf ik I (2 tpeti; > 0.
8 =p8(%;0) L (2)g”" (x)treti;
Hence 4 4
B> [ti|? < g™ (2)g" ()tnetis,

,J
and thus N

DIt < CoATH (@)treti

0,J
for all € Q and all symmetric matrices (¢;;) with C, := (o). O

Remark. Letting the matrices B in the inequality of (i) be equal to the
identity matrix and to any nonzero matrix with a vanishing trace shows that
the inequalities dx 4+ 2 > 0 and g > 0 are also necessary for the validity of this
inequality.

With a little further ado, it can likewise be shown that the inequalities
3A 4+ 2u > 0 and g > 0 necessarily hold if the elasticity tensor is uniformly
positive definite. O

Combined with the Korn inequality “with boundary conditions” (Theorem
3.8-3), the positive-definiteness of the elasticity tensor leads to the existence and
uniqueness of a weak solution, i.e., a solution to the wvariational equations of
three-dimensional linearized elasticity in curvilinear coordinates.

Theorem 3.9-2. Let Q be a domain in R3, let Ty be a dT'-measurable subset of
I' = 09 that satisfies areal'g > 0, and let © be a C2-diffeomorphism of Q onto
its image ©(Q) C E3. Finally, let there be given constants X and p satisfying
3\ +2u > 0 and p > 0 and functions f* € L%/%(Q) and h* € L*3(T'y), where
Fl =1 - F().

Then there is one and only one solution u = (u;) to the variational problem:

ueV(Q) :={v=(v;) e H(Q); v=0 on Iy},

/ AT epo(u)eij(v)y/gda = / flvi/gda + / h'v;\/gdl
Q Q

I
for all v = (v;) € V(Q), where
AURE — \giight |y, (gikgjé n giégjk) :
eij(v) = %((%-vi +0ivj) —Thvp, Th = g" - 0ig;.
The field u € V(Q) is also the unique solution to the minimization problem:

J = inf J
() velxr}(sz) (v),



148 Applications to three-dimensional elasticity [Ch. 3

where

1

J(v) := 2/QA”Mekg(v)eij('v)\/gdx—{/invi\/gdx—i—/rl hivi\/ﬁdf}.

Proof. As a closed subspace of H*(), the space V() is a Hilbert space.
The assumptions made on the mapping © ensure in particular that the functions
AkE, I‘fj, and g are continuous on the compact set ). Hence the bilinear form

B: (u,v) € H'(Q) x H(Q) — /QAijMeM(u)eij('v)\/gdx

is continuous.
The continuous imbedding H'(Q) — L%(Q) and the continuity of the trace
operator tr : H'(Q) — L*(T') imply that the linear form

L:veH(Q) — {/invi\/gdx—l—/n Biviy/gdr }

is continuous. _
Since the symmetric matrix (g;;(x)) is positive-definite for all z € Q, there
exists a constant gg such that

0 < go < g(x) = det(g;;(x)) for all x € Q.

Finally, the Korn inequality “with boundary conditions” (Theorem 3.8-3)
and the uniform positive-definiteness of the elasticity tensor (Theorem 3.9-1)
together imply that

C10 2 G020 < /Q Ay (0)ei; (0)y/Gda for all v € V(Q).

Hence the bilinear form B is V(Q)-elliptic.

The bilinear form being also symmetric since AY* = A* all the as-
sumptions of the Laz-Milgram lemma in its “symmetric” version are satisfied.
Therefore, the variational problem has one and only one solution, which may be
equivalently characterized as the solution of the minimization problem stated
in the theorem (for a proof of the Lax-Milgram lemma in its “symmetric” form
used here, see, e.g., Ciarlet [1988, Theorem 6.3-2]). |

An immediate corollary with a more “intrinsic” flavor to Theorem 3.9-2
is the existence and uniqueness of a displacement field u;g*, whose covariant
components u; € H'(Q) are thus obtained by finding the solution uw = (u;) to
the variational problem. Since the vector fields g* formed by the contravariant
bases belong to the space C'(Q2) by assumption, the displacement field u;g* also
belongs to the space H ().

Naturally, the existence and uniqueness result of Theorem 3.9-2 holds a for-
tiori in Cartesian coordinates (to see this, identify E® with R?® and let © = idg).
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Remark. Combining the relation
[ A @ )d7 = [ 47 eu(wes; (0) Vs
o Q

with the three-dimensional Korn inequality in Cartesian coordinates (see, e.g.,
Duvaut & Lions [1972, p. 110]) and with a classical result about composite
mappings in Sobolev spaces (see, Necas [1967, Chapter 2, Lemma 3.2] or Adams
[1975, Theorem 3.35]), one can also show directly that the bilinear form

B:(u,v) e V(Q) x V(Q) — /QAijkéeM(u)eij('v)\/ﬁdx

is V(Q)-elliptic, thus providing another proof to Theorem 3.9-2. O

The above existence and uniqueness result applies to the linearized pure
displacement and displacement-traction problems, i.e., those that correspond to
areal’g > 0.

We now consider the linearized pure traction problem, i.e., corresponding to
I'; = I'p. In this case, we seek a vector field u = (u;) € H!(Q) such that

/ AT e (u)eij(v)y/gda = / flv/gdr + / hiv;\/gdl
Q Q T

for all v € H!(Q). Clearly, such variational equations can have a solution only
if their right-hand side vanishes for any vector field » = (r;) € HY(Q) that
satisfies e;; (r) = 0 in Q, since replacing v by (v + r) with any such field r does
not affect their left-hand side. We now show that this necessary condition is in
fact also sufficient for the existence of solutions, thanks in this case to the Korn
inequality “on the quotient space H(Q)/ Rig(Q” (Theorem 3.8-4).

Evidently, the uniqueness of solutions can then hold only up to the addition
of vector fields satisfying e;;(r) = 0, which implies that the solution is now
sought in the same quotient space H'(Q)/ Rig(£).

Theorem 3.9-3. Let Q be a domain in R? and let ® be a C2-diffeomorphism
of Q onto its image () C E3. Let there be given constants \ and u satisfying
3\+2u > 0 and p > 0 and functions f* € L%(Q) and h* € L*3(T"). Define
the space

Rig(Q) := {r € H'(Q);e;;(r) =0 in Q},

and assume that the functions f' and h' are such that
/ firiy/gdz + / hir;\/gdl = 0 for all 7 = (r;) € Rig(Q).
Q r
Finally, let the functions AY* be defined as in Theorem 3.9-2.

Then there is one and only one solution 1 € H'(Q)/ Rig(Q?) to the varia-
tional equations

/ AT e ()eij (0)y/gda = / fl;/gdx + / hii;\/gdl
Q Q T
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for all v = (v;) € HY(Q)/ Rig(Q).
The equivalence class 1 € H'(2)/ Rig(Q) is also the unique solution to the
minimization problem

J(i) = inf J(v),
(@) ©€H!(2)/ Rig() ()
where
. 1 i . . i i-
J(0) := E/QAJMekg(v)eij(v)\/ﬁdx— {/Qf vi\/ﬁdaﬂ-/rh vi\/EdF}.

Proof. The proof is analogous to that of Theorem 3.9-2 and for this reason
is omitted. ]

When T'y = T and the boundary T' is smooth enough, a regularity result
shows that the weak solution obtained in Theorem 3.9-2 is also a “classical
solution”, i.e., a solution of the corresponding pure displacement boundary value
problem, according to the following result.

Theorem 3.9-4. Let Q be a domain in R? with a boundary T of class C? and
let © be a C2-diffeomorphism of Q onto its image ©(Q) C E3.

IfTo =T and f := (fi) € LP(Q), p > £, the weak solution uw € V(Q) =
H{ () found in Theorem 3.9-2 is in the space WP (Q) and satisfies the equa-

tions
— AT ey = £ in LP(9).

Let m > 1 be an integer. If the boundary T is of class C™2, if © is a C"2-
diffeomorphism of Q0 onto its image, and if f € W™P(Q), the weak solution
u € H(Q) is in the space W™H2P(Q).

Proof. We very briefly sketch the main steps of the proof, which is otherwise
long and delicate. As in Section 3.6, we let ,A’(0) denote the linear operator
defined by

A(0) v — (=AM e (v)l;)

for any smooth enough vector fields v = (v;) : @ — R3.

(i) Because the system associated with operator A’(0) is strongly elliptic,
the regularity result

f € L2(Q) = u € H2(Q) N HL(Q)

holds if the boundary T is of class C? (Necas [1967, p. 260]). Hence the an-
nounced regularity holds for m = 0, p = 2.

(ii) Because the linearized pure displacement problem is uniformly elliptic
and satisfies the supplementary and complementing conditions, according to the
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definitions of Agmon, Douglis & Nirenberg [1964], it follows from Geymonat
[1965, Theorem 3.5] that, considered as acting from the space

VP(Q):={ve W?2P(Q); v =0 on r}

into the space LP(R2), the mapping A'(0) has an index ind A'(0) that is inde-
pendent of p € |1,00[. Recall that

ind .A’(0) = dim Ker .A'(0) — dim Coker .A'(0),

where Coker A’(0) is the quotient space of the space L?(2) by the space Im .A’(0)
(the index is well defined only if both spaces Ker.A'(0) and Coker.A'(0) are
finite-dimensional). In the present case, we know by (i) that ind.A’(0) = 0 for
p = 2 since A’(0) is a bijection in this case (Ker.A'(0) = {0} if and only if
A’(0) is injective, and Coker A’(0) = {0} if and only if .A'(0) is surjective).

Since the space VP() is continuously imbedded in the space H(Q) for
p > g, the mapping A’(0) : VP(Q) — LP(Q) is injective for these values of p
(if £ € L9/5(Q2), the weak solution is unique in the space H}(f2); cf. Theorem
3.9-2); hence dim Ker.A'(0) = 0. Since ind.A4’(0) = 0 on the other hand, the
mapping .A’'(0) is also surjective in this case. Hence the regularity result holds
form=0,p> g

(iii) The weak solution u € W2P(Q) N H{ () satisfies the variational equa-
tions

/ AT e (u)eij(v)y/gda = / flvi/gda for all v = (v;) € D(Q).
Q Q

Hence we can apply the same integration by parts formula as in Theorem 3.6-1.
This gives

/ AT epg(u)es; (v)/gde = — / (A7 erg(u))viy/gda
Q Q
for all v = (v;) € D(Q), and the conclusion follows since {D(Q2)}~ = LP(Q).
(iv) Once the regularity result
fEeW™P(Q) = u € W"T2P(Q)

has been established for m = 0, it follows from Agmon, Douglis & Nirenberg
[1964] and Geymonat [1965] that it also holds for higher values of the integer m
if the boundary T is of class C™12. O

The regularity results of Theorem 3.9-4 can be extended to linearized dis-
placement-traction problems, but only if the closures of the sets I'y and I'y do
not intersect. They also apply to linearized pure traction problems, provided
the functions h? also possess ad hoc regularity. For instance, for m = 2, the
functions A’ are assumed to belong to the space W1~(1/P):P(T) (for details about
such “trace spaces”, see, e.g., Adams [1975, Chapter 7]).






Chapter 4

APPLICATIONS TO SHELL THEORY

INTRODUCTION

Consider a nonlinearly elastic shell with middle surface S = 0(w) and thickness
2¢ > 0, where w is a domain in R? and @ : @ — E? is a smooth enough
injective immersion. The material constituting the shell is homogeneous and
isotropic and the reference configuration is a natural state; hence the material
is characterized by two Lamé constants A and u satisfying 3\ + 2 > 0 and
@ > 0. The shell is subjected to a homogeneous boundary condition of place
along a portion of its lateral face with 8(yo) as its middle curve, where 7 is
a portion of the boundary dw that satisfies length~yy > 0. Finally, the shell is
subjected to applied body forces in its interior and to applied surface forces on its
“upper” and “lower” faces. Let p* : w — R denote the contravariant components
of the resultant (after integration across the thickness) of these forces, and let

aaﬁa‘r _ %aaﬁao"r + Qu(aao’aﬁ‘r + aa‘raﬁo')

denote the contravariant components of the shell elasticity tensor.

Then Koiter’s equations for a nonlinearly elastic shell, which are described
in detail in Section 4.1, take the following form when they are expressed as a
minimization problem: The unknown vector field ¢ = (¢;), where the functions
¢; : @ — R are the covariant components of the displacement field (;a’ of the
middle surface S, should be a stationary point (in particular a minimizer) of
the functional j defined by

i) = / £ 4P (17 (1) — ) (03 () — ts)Vadly

1 83 apoT L
45 [ Fa b ) = b ) s () = b Vady — [ pniv/ady,
over an appropriate set of vector fields n = (n;) satisfying ad hoc boundary
conditions on 7.

For each such field 7 = (7;), the functions a.g(n) and bag(n) respectively
denote the covariant components of the first and second fundamental forms
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of the deformed surface (6 + n;a")(w), and the functions (aas(n) — aqp) and
(bap(n) —bap) are the covariant components of the change of metric, and change
of curvature, tensor fields associated with the displacement field n;a’ of the
middle surface S.

Such equations provide instances of “two-dimensional” shell equations. “Two-
dimensional” means that such equations are expressed in terms of curvilinear
coordinates (those that describe the middle surface of the shell) that vary in a
two-dimensional domain w.

The rest of this chapter is then devoted to a mathematical analysis of another
set of two-dimensional shell equations, viz., those obtained from the nonlinear
Koiter equations by a formal linearization, a procedure detailed in Section 4.2.
The resulting Koiter equations for a linearly elastic shell take the following weak,
or variational, form, i.e., when they are expressed as a wvariational problem:
The unknown ¢ = ((;), where (;a’ is now to be interpreted as a “linearized
approximation” of the unknown displacement field of the middle surface S,
satisfies:

¢=(G) EV(w)={n=(m) € H'(w) x H'(w) x H*(w);

ni = dym3z =0 on Yo},
3
[ {ea 0 @1 n) + S par Qpas(m) Vady

= /pim\/ady for all n = (n:) € V(w),

where, for each n = (7;) € V(w), the functions v,5(n) € L?(w) and pas(n) €
L?(w) are the components of the linearized change of metric, and linearized
change of curvature, tensors associated with a displacement field n = n;a’ of
S, respectively given by

1 - ~
Yap (1) = 5(95m - @ + 0a - ap)
Pap (77) = (804[377 - Fgﬁaa?]) tasg

Equivalently, the unknown vector field ¢ € V(w) minimizes the functional
j: V(w) — R defined by

j(n) = % /w {EGQBUT’YUT(W)'YQB(TI)

3
FF A ) pas(n) Vady — [ pn/ady
for all n € V(w).

As shown in Sections 4.3 and 4.4, the existence and uniqueness of a solution
to these equations essentially rely on a fundamental Korn inequality on a surface
(Theorem 4.3-4), itself a consequence of the same crucial lemma of J.L. Lions
as in Chapter 3, and on the uniform positive-definiteness of the shell elasticity
tensor, which holds under the assumptions 3\ + 2u > 0 and g > 0 (Theorem
4.4-1).
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The Korn inequality on a surface asserts that, given any subset 7y of Jw
satisfying length~o > 0, there exists a constant ¢ such that

/ /
{3 Inal 2 3 < S s + X loesmig )
@ a,B a,B

for all n = (1;) € V(w).
We also derive (Theorem 4.4-4) the boundary value problem that is formally
equivalent to the above variational equations. This problem takes the form

Tt sl

m®?| o5 — b2begm®? — basn®® = p* in w,
—(n*? + bgm7) |5 — b3 (m”7|5) = p* in w,
G = 0u¢3 = 0 on o,

m“ﬁyayg =0 on 7,

(m®P|,)vg + 0r(m*PryTs) = 0 on 7y,

(n*? + 209m?P )5 = 0 on 71,

where v; = dw — o,

3
€
naﬁ = €aa607707 (C), m“ﬂ = gaaﬂm—[)a‘r (C)v

and such functions as

n® |5 = 9 + Fg(,nﬁ" + Fﬁana“,
m*|ap = 0a(m’|5) +T7,(m*|p)

which naturally appear in the course of this derivation, provide instances of
first-order, and second-order, covariant derivatives of tensor fields defined on a
surface.

This chapter also includes, in Sections 4.1 and 4.5, brief introductions to
other nonlinear and linear shell equations that are also “two-dimensional”, in-
dicating in particular why Koiter shell equations may be regarded as those of an
“all-purpose shell theory”. Their choice here was motivated by this observation.

4.1 THE NONLINEAR KOITER SHELL EQUATIONS

To begin with, we briefly recapitulate some important notions already intro-
duced and studied at length in Chapter 2. Note in this respect that we shall
extend without further notice all the definitions given, or properties studied, on
arbitrary open subsets of R? in Chapter 2 to their analogs on domains in R2
(a similar extension, this time from open subsets to domains in R?, was carried
out in Chapter 3). We recall that a domain U in R? is an open, bounded, con-
nected subset of R?, whose boundary is Lipschitz-continuous, the set U being
locally on one side of its boundary.
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Greek indices and exponents (except v in the notation 9,) range in the set
{1,2}, Latin indices and exponents range in the set {1,2,3} (save when they
are used for indexing sequences), and the summation convention with respect to
repeated indices and exponents is systematically used. Let E3 denote a three-
dimensional Euclidean space. The Euclidean scalar product and the exterior
product of a,b € E? are noted a-b and a Ab and the Euclidean norm of a € E3
is noted |a.

Let w be a domain in R?. Let y = (y,) denote a generic point in the set @,
and let 9, = 0/0y,. Let there be given an immersion 6 € C3(w;E?), i.e., a
mapping such that the two vectors

an(y) = 0.0(y)

are linearly independent at all points y € @W. These two vectors thus span the
tangent plane to the surface

S:=0(w)
at the point O(y), and the unit vector

_ ai(y) Nas(y)
lai(y) A az(y)|

is normal to S at the point @(y). The three vectors a;(y) constitute the covariant
basis at the point O(y), while the three vectors a’(y) defined by the relations

az(y) :

a'(y) - a;(y) = 0,

where 5; is the Kronecker symbol, constitute the contravariant basis at the point
O(y) € S (recall that a3(y) = as(y) and that the vectors a®(y) are also in the
tangent plane to S at 0(y)).

The covariant and contravariant components ang and a®? of the first fun-
damental form of S, the Christoffel symbols I'7 5, and the covariant and mixed

components b,z and b2 of the second fundamental form of S are then defined
by letting:

aop =y -ag, a*®:=a"-a’, [7;:=a’ - Jpaq,
bag = a® - 0gan, b2 :=a"b,,.
The area element along S is y/ady, where
a = det(ang).

Note that v/a = |a1 A aa.

Let Q := w x ]—¢,¢[, let * = (x;) denote a generic point in the set Q
(hence zo = Ya), and let 9; := 9/0x;. Consider an elastic shell with middle
surface S = 0(w) and thickness 2 > 0, i.e., an elastic body whose reference
configuration is the set @(w x [—¢, ¢]), where (cf. Figure 4.1-1)

O(y,x3) = 0(y) + x3a3(y) for all (y,x3) € W x [—e,€].
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Figure 4.1-1: The reference configuration of an elastic shell. Let w be a domain in R2, let
Q =wx]—e¢ >0, let 8 € C3(w;E3) be an immersion, and let the mapping ® : Q — E3
be defined by ©(y, z3) = 8(y) + z3as(y) for all (y,z3) € Q. Then the mapping O is globally
injective on Q if the immersion @ is globally injective on @ and € > 0 is small enough (Theorem
4.1-1). In this case, the set @(Q2) may be viewed as the reference configuration of an elastic
shell with thickness 2¢ and middle surface S = 6(@). The coordinates (y1,y2,x3) of an
arbitrary point z € Q are then viewed as curvilinear coordinates of the point Z = @(z) of the
reference configuration of the shell.

Naturally, this definition makes sense physically only if the mapping © is
globally injective on the set . Following Ciarlet [2000a, Theorem 3.1-1], we now
show that this is indeed the case if the immersion 0 is itself globally injective
on the set w and ¢ is small enough.

Theorem 4.1-1. Let w be a domain in R? and let 6 € C3(w; E3)_be an injective
immersion. Then there exists € > 0 such that the mapping © : Q — E? defined
by

O(y,x3) := 0(y) + x3a3(y) for all (y,z3) € Q

where Q := wx]—¢,el, is a C*-diffeomorphism from Q onto ©(Q) and det(g,, g, g3) >
0 in §, where g; := 0,0.

Proof. The assumed regularity on 6 implies that ® € C?(w x [—¢,¢]; E?) for
any € > 0. The relations
g, = 0.0 = ay + x30,a3 and g; = 030 = as

imply that
det(gy,99,93)|zs=0 = det(a1,a2,a3) > 0 in .



158 Applications to shell theory [Ch. 4

Hence det(gy,95,95) > 0 on @ x [—¢, €] if € > 0 is small enough.

Therefore, the implicit function theorem can be applied if € is small enough:
It shows that, locally, the mapping © is a C2-diffeomorphism: Given any y € @,
there exist a neighborhood U(y) of y in @ and (y) > 0 such that © is a C2-
diffeomorphism from the set U(y) x [—¢(y),e(y)] onto O(U(y) x [—e(y),e(y)]).
See, e.g., Schwartz [1992, Chapter 3] (the proof of the implicit function theorem,
which is almost invariably given for functions defined over open sets, can be
easily extended to functions defined over closures of domains, such as the sets
W X [—€,€]; see, e.g., Stein [1970]).

To establish that the mapping © : @ x [—¢,¢] — E3 is injective provided
¢ > 0 is small enough, we proceed by contradiction: If this property is false,
there exist €, > 0, (y™,z%), and (y",z%), n > 0, such that

en—0asn—oo, y'ew, Yew |vg|<en, [T <en,
(y",xy) # (Y, 25) and O(y", x5) = O(y", T%).

Since the set W is compact, there exist y € W and ¥y € w, and there exists a
subsequence, still indexed by n for convenience, such that

y' =y, y'—y, w3 —0, zy—0asn— oo.

Hence
0(y) = lim O(y", z5) = lim O(y", %) = 6(),
n—od n—oo
by the continuity of the mapping ® and thus y = ¥ since the mapping 6 is
injective by assumption. But these properties contradict the local injectivity
(noted above) of the mapping ©. Hence there exists e > 0 such that © is
injective on the set Q = w x [—¢, ¢]. O

In what follows, we assume that € > 0 is small enough so that the conclusions
of Theorem 4.1-1 hold. In particular then, (yi,y2,x3) € Q constitutes a bona
fide system of curvilinear coordinates for describing the reference configuration
©(Q) of the shell.

Let v be a measurable subset of the boundary v := Ow. If lengthyy > O,
we assume that the shell is subjected to a homogeneous boundary condition of
place along the portion O(yy X [—¢,¢]) of its lateral face ®(y x [—¢,¢]), which
means that its displacement field vanishes on the set @ (yy x [—¢,¢]).

The shell is subjected to applied body forces in its interior @(Q2) and to
applied surface forces on its “upper” and “lower” faces @(I';) and (T'_), where
'y := w x {£e}. The applied forces are given by the contravariant components
(i.e., over the covariant bases g; = 9;0) f' € L?(Q) and h* € L*(T; UT_) of
their densities per unit volume and per unit area, respectively. We then define
functions p* € L?(w) by letting

pli= | flas+ R, +e) + A, —e).

—&
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Finally, the elastic material constituting the shell is assumed to be homoge-
neous and isotropic and the reference configuration @(€2) of the shell is assumed
to be a natural state. Hence the material is characterized by two Lamé constants

A and p satisfying 3A + 2u > 0 and p > 0.

Such a shell, endowed with its “natural” curvilinear coordinates, namely
the coordinates (y1,%2,23) € €, can thus be modeled as a three-dimensional
problem. According to Chapter 3, the corresponding unknowns are thus the
three covariant components u; : 8 — R of the displacement field u;g* : Q@ — R
of the points of the reference configuration ©(Q), where the vector fields g*
denote the contravariant bases (i.e., defined by the relations g - g; = 5;, where
g; = 0;0; that these vector fields are well defined also follows from Theorem
4.1-1); cf. Figure 4.1-2. These unknowns then satisfy the equations of elasticity

in curvilinear coordinates, as described in Sections 3.5 and 3.6.

Figure 4.1-2: An elastic shell modeled as a three-dimensional problem. Let Q = w X |—¢, €.
The set ©(Q), where O(y,z3) = 0(y) + zzas(y) for all z = (y,z3) € Q, is the reference
configuration of a shell, with thickness 2e and middle surface S = 8(w) (Figure 4.1-1), which
is subjected to a boundary condition of place along the portion @(T'g) of its lateral face (i.e.,
the displacement vanishes on @(T'g)), where I'g = v X [—¢,¢] and vo C v = dw. The shell
is subjected to applied body forces in its interior @(2) and to applied surface forces on its
upper and lower faces @(I';) and ©(I'~) where 't = W X {£e}. Under the influence of
these forces, a point ®(x) undergoes a displacement wu;(x)g?(x), where the three vectors g*(z)
form the contravariant basis at the point ®(z). The unknowns of the problem are the three
covariant components u; : ! — R of the displacement field u;g* : @ — R3 of the points of
®(Q), which thus satisfy the boundary conditions u; = 0 on I'g. The objective consists in
finding ad hoc conditions affording the “replacement” of this three-dimensional problem by a
“two-dimensional problem posed over the middle surface S” if ¢ is “small enough”; see Figure
4.1-3.
Note that, for the sake of visual clarity, the thickness is overly exaggerated.
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In a “two-dimensional approach”, the above three-dimensional problem is
“replaced” by a presumably much simpler “two-dimensional” problem, this time
“posed over the middle surface S of the shell”. This means that the new un-
knowns should be now the three covariant components ¢; : w — R of the dis-
placement field (;a' : @ — E3 of the points of the middle surface S = 0(w); cf.
Figure 4.1-3.

During the past decades, considerable progress has been made towards a rig-
orous justification of such a “replacement”. The central idea is that of asymp-
totic analysis: It consists in showing that, if the data are of ad hoc orders
of magnitude, the three-dimensional displacement vector field (once properly
“scaled”) converges in an appropriate function space as € — 0 to a “limit”
vector field that can be entirely computed by solving a two-dimensional problem.

In this direction, see Ciarlet [2000a, Part A] for a thorough overview in the
linear case and the key contributions of Le Dret & Raoult [1996] and Friesecke,
James, Mora & Miiller [2003] in the nonlinear case.

Figure 4.1-3: An elastic shell modeled as a two-dimensional problem. For € > 0 “small
enough” and data of ad hoc orders of magnitude, the three-dimensional shell problem (Figure
4.1-2) is “replaced” by a “two-dimensional shell problem”. This means that the new unknowns
are the three covariant components ¢; : @ — R of the displacement field (;at : @ — R3 of
the points of the middle surface S = 6(w). In this process, the “three-dimensional” boundary
conditions on I'g need to be replaced by ad hoc “two-dimensional” boundary conditions on ~p.
For instance, the “boundary conditions of clamping” {; = 84{3 = 0 on 7o (used in Koiter’s
linear equations; cf. Section 4.2) mean that the points of, and the tangent spaces to, the
deformed and undeformed middle surfaces coincide along the set 8(vo).



Sect. 4.1] The nonlinear Koiter shell equations 161

We now describe the nonlinear Koiter shell equations, so named after
Koiter [1966], and since then a nonlinear model of choice in computational
mechanics (its relation to an asymptotic analysis as e — 0 is briefly discussed
at the end of this section).

Given an arbitrary displacement field n;a’ : @ — R? of the surface S with
smooth enough components 7; : @ — R, define the vector field n := (n;) : w —
R3 and let

aag(n) == aa(n) - ag(n), where aqn(n) := 0u(0 + na’),

denote the covariant components of the first fundamental form of the deformed
surface (6 + m;a’)(w). Then the functions

Gaaln) = 3(ap() — tas)

denote the covariant components of the change of metric tensor associ-
ated with the displacement field 7;a’ of S.

Remark. An easy computation, which simply relies on the formulas of Gaufl
and Weingarten (Theorem 2.6-1), shows that

1
Gaﬁ(n) = 5(7704\5 + 18| + amnnmﬂann“ﬁ)a

where

a®® =a** =0and a® =1
(otherwise the functions a®?® denote as usual the contravariant components of
the first fundamental form of S), and

Nall3 = 98N — Laglle — bapsnz  and  ny3 := Jpnz + b31.-

If the two vectors a(m) are linearly independent at all points of w, let

bas(m) = Ja#(_maaﬁw +miat) - {as () A az(m)},

where
a(n) = det(aas(n)),

denote the covariant components of the second fundamental form of the de-
formed surface (0 + n;a’)(w). Then the functions

Rap (77) = baﬁ(n) - baﬁ

denote the covariant components of the change of curvature tensor
field associated with the displacement field 7;,a® of S. Note that \/a(n) =
la1(n) A az(n)].
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The nonlinear two-dimensional equations proposed by Koiter [1966] for mod-
eling an elastic shell are derived from those of nonlinear three-dimensional elas-
ticity on the basis of two a priori assumptions: One assumption, of a geometrical
nature, is the Kirchhoff-Love assumption. It asserts that any point situated on
a normal to the middle surface remains on the normal to the deformed middle
surface after the deformation has taken place and that, in addition, the dis-
tance between such a point and the middle surface remains constant. The other
assumption, of a mechanical nature, asserts that the state of stress inside the
shell is planar and parallel to the middle surface (this second assumption is itself
based on delicate a priori estimates due to John [1965, 1971]).

Taking these a priori assumptions into account, W.T. Koiter then reached
the conclusion that the unknown vector field ¢ = (¢;) should be a stationary
point, in particular a minimizer, over a set of smooth enough vector fields n =
(n;) : @ — R3 satisfying ad hoc boundary conditions on 7, of the functional j
defined by (cf. Koiter [1966, egs. (4.2), (8.1), and (8.3)]):

N 1 oapoT 63 oapoT
i) = 5/ {20777 Clar () Gy (m) + S0 Rr () R (m) | ady
—/pim\/ady,

where the functions

4\
a®PoT = oon +gﬂaa5a” + 2u(a®?aP™ 4 a*7aP)

denote the contravariant components of the shell elasticity tensor. The
above functional j is called Koiter’s energy for a nonlinear elastic shell.

Remark. The specific form of the functions a®?°” can be fully justified, in

both the linear and monlinear cases, by means of an asymptotic analysis of
the solution of the three-dimensional equations as the thickness 2¢ approaches
zero; see Ciarlet [2000a], Le Dret & Raoult [1996] and Friesecke, James, Mora
& Miiller [2003]. O

The stored energy function wi found in Koiter’s energy j is thus defined by

3
6 apoT E apoT
wi(n) = 5& p Gor(MGap(n) + Ea p Ryr(m)Rap(n)

for ad hoc vector fields 7. This expression is the sum of the “membrane” part
€ afor
war(n) = 507" Gor(n)Gap(n)

and of the “flexural” part

3
E oapoT
wr(n) = Fa 9T Ryr (M) Rap(n).
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As hinted at earlier, the long-standing question of how to rigorously identify
and justify the nonlinear two-dimensional equations of elastic shells from three-
dimensional elasticity was finally settled in two key contributions, one by Le
Dret & Raoult [1996] and one by Friesecke, James, Mora & Miiller [2003], who
respectively justified the equations of a nonlinearly elastic membrane shell and
those of a nonlinearly elastic flexural shell by means of I'-convergence theory (a
nonlinearly elastic shell is a membrane shell if there are no nonzero admissible
displacements of its middle surface S that preserve the metric of S; it is a
flexural shell otherwise).

The stored energy function wjﬁw of a nonlinearly elastic membrane shell is
an ad hoc quasiconvex envelope, which turns out to be only a function of the
covariant components a,g(n) of the first fundamental form of the unknown
deformed middle surface (the notion of quasiconvexity, which plays a central role
in the calculus of variations, is due to Morrey [1952]; an excellent introduction
to this notion is provided in Dacorogna [1989, Chapter 5]). The function wgw
reduces to the above “membrane” part wj; in Koiter’s stored energy function
wg only for a restricted class of displacement fields 7;a’ of the middle surface.
By contrast, the stored energy function of a nonlinearly elastic flexural shell is
always equal to the above “flexural” part wr in Koiter’s stored energy function

Wk .

Remark. Interestingly, a formal asymptotic analysis of the three-dimensional
equations is only capable of delivering the above “restricted” expression wys (1),
but otherwise fails to provide the general expression, i.e., valid for all types of
displacements, found by Le Dret & Raoult [1996]. By contrast, the same formal
approach yields the correct expression wg(n). For details, see Miara [199§],
Lods & Miara [1998], and Ciarlet [2000a, Part B]. O

Another closely related set of nonlinear shell equations “of Koiter’s type” has
been proposed by Ciarlet [2000b]. In these equations, the denominator /a(n)
that appears in the functions Rng(n) = bas(n) — bag is simply replaced by +1/a,
thereby avoiding the possibility of a vanishing denominator in the expression
wg (n). Then Ciarlet & Roquefort [2001] have shown that the leading term of a
formal asymptotic expansion of a solution to this two-dimensional model, with
the thickness 2¢ as the “small” parameter, coincides with that found by a formal
asymptotic analysis of the three-dimensional equations. This result thus raises
hopes that a rigorous justification, again by means of I'-convergence theory, of
either types of nonlinear Koiter’s models might be possible.
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4.2 THE LINEAR KOITER SHELL EQUATIONS

Consider the Koiter energy j for a nonlinearly elastic shell, defined by (cf. Sec-
tion 4.1)

3
j(n) = % / {5aaﬁUTGaT (n)GaB (77) + %GQBUTRUT (U)Raﬁ (n)}\/ady

— / p'nivady,

for smooth enough vector fields 7 = (1;) : @ — R3. One of its virtues is that
the integrands of the first two integrals are quadratic expressions in terms of the
covariant components Gog(n) and Ryg(n) of the change of metric, and change
of curvature, tensors associated with a displacement field n;a’ of the middle
surface S = 0(w) of the shell. In order to obtain the energy corresponding to
the linear equations of Koiter [1970], it thus suffices to replace the covariant
components

G (m) = 5 (05 (m) — @) and Ras(m) = bg() ~ by,

of these tensors by their linear parts with respect to m = (n;), respectively
denoted vop(n) and pag(n) below. Accordingly, our first task consists in finding
explicit expressions of such linearized tensors. To begin with, we compute the
components Yo3(1n).

A word of caution. The vector fields
n = (n;) and 7 := na’,
which are both defined on W, must be carefully distinguished! While the latter

has an intrinsic character, the former has not; it only provides a means of
recovering the field 1 via its covariant components 7;. g

Theorem 4.2-1. Let w be a domain in R? and let @ € C?(w; E?®) be an immer-
sion. Given a displacement field 1 := n;a® of the surface S = 0(w) with smooth
enough covariant components n; : W — R, let the function vo3(n) : @ — R be
defined by

1 lin

Y () 1= 3 [aas(1) — aas]

where aqp and aqng(n) are the covariant components of the first fundamental
form of the surfaces O(@) and (6 +n;a*) (D), and [---]"™ denotes the linear part

with respect to m = (n;) in the expression [---]. Then

)

1 _
Yap (M) = 3 (0pM - @ + 0am - ag) = Ypa(n)

—_

= 5(77a|5 +18ja) = bapns

1 o
= 5(8[3770’ + 80477[3) - F(yﬂna - b<y6773;
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where the covariant derivatives o5 are defined by 1o = Ogna — 1'% 500 (The-
orem 2.6-1). In particular then,

e € HY(w) and 13 € L¥(@) = 7ap(n) € L*(@).
Proof. The covariant components ang(7) of the metric tensor of the surface
(0 + n;a’)(w) are by definition given by
aap(n) = 0a(6 +n) - 93(60 + 7).

Note that both surfaces 8(w) and (8 +n;a’)(w) are thus equipped with the same
curvilinear coordinates y,. The relations

aa(e + 7~7) =aq + 0am
then show that

aap(n) = (aa +0am) - (ap + 0pn)
= Gap + 07 - G + 0aM) - ap + Oam) - O,

hence that
1 lin _ Lo~ ~
7&6(77) = §[aoz6(77) - aaﬁ] = 5(8[377 ‘Ao + 0aM - aﬁ)-
The other expressions of v,3(n) immediately follow from the expression of
0o = Ou(n;a?) given in Theorem 2.6-1. O

The functions v,3(n) are called the covariant components of the lin-
earized change of metric tensor associated with a displacement 7;a’ of the
surface S.

We next compute the components p,3(n).

Theorem 4.2-2. Let w be a domain in R? and let 6 € C3(w; E?®) be an immer-
sion. Given a displacement field 17 := n;a’ of the surface S = (W) with smooth
enough and “small enough” covariant components n; : w — R, let the functions
pPap(n) : @ — R be defined by

pap(n) = [bap(n) — bap)™,

where bag and bog(n) are the covariant components of the second fundamental
form of the surfaces 0(@) and (6 +n;a®) (@), and [--- " denotes the linear part
with respect to m = (n;) in the expression [---]. Then

Pap (77) = (aozﬁ'?] - FZ[3807~7) c a3 = Ppa (77)
Mlap — bgb05n3 + bgnalﬁ + bgnﬂa + b,g|a777

= 80(5773 - Fgﬁaan?) - bgbaﬁnB
+bg(8[3770 - 50777') + bg(8oc777' -TIa.m0)
+(0abj + T'oob3 — T2 5b5)n-,
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where the covariant derivatives o5 are defined by 1.5 = Oana — 1'% 500 (The-
orem 2.6-1) and
N31ap = Oapfz — Lag0onz and bjla := 0abj + I'7,05 — o407
In particular then,
Mo € H'(w) and s € H2(w) = pas(n) € L3(w).
The functions bg|a satisfy the symmetry relations

bg|a:b;|ﬁ~

Proof. For convenience, the proof is divided into five parts. In parts (i) and
(ii), we establish elementary relations satisfied by the vectors a; and a’ of the
covariant and contravariant bases along S.

(i) The two vectors ay = 0u0 satisfy |a1 A az| = \/a, where a = det(aqg).
Let A denote the matrix of order three with a1, as, az as its column vectors.
Consequently,

a; N\ as

det A = (a1 Nasz) -as = (a1 Aas) - =la; A asl.

|a1/\a2|

Besides,
(det A)* = det(ATA) = det(ang) = a,

since aq - ag = aqp and a, - a3 = dq3. Hence |ag A as| = Va.

(ii) The vectors a; and a® are related by a1 A a3 = —/aa? and a3 A az

—aa'.

To prove that two vectors ¢ and d coincide, it suffices to prove that ¢-a; =
d-a; for i € {1,2,3}. In the present case,

(a1 Nas)-a; =0and (a1 Aas) -as =0,
(a1 Na3)-az =—(a; Naz)-az = —/a,
since v/aas = a1 A az by (i), on the one hand; on the other hand,
—Vaa®-a; = —vaa® a3 =0 and —aa®-ay = —/a,

since a’ - a; = (5; Hence a; A a3 = —/aa?. The other relation is similarly
established.

(iii) The covariant components bag(n) satisfy
bag(’r]) = bag + (8(1577 - Fgﬁ&,ﬁ) -as3+ h.o.t.,

where “h.o.t.” stands for “higher-order terms”, i.e., terms of order higher than
linear with respect to n = (1;). Consequently,

p(xﬂ(n) = [baﬁ(n) - baﬁ]lin = (804[3'77 - Fgﬁafﬁ) -asz = pﬁa(n)-
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Since the vectors a, = 9,0 are linearly independent in @ and the fields
1 = (n;) are smooth enough by assumption, the vectors 0,(0 + n;a') are also
linearly independent in @ provided the fields n are “small enough”; e.g., with
respect to the norm of the space C!'(w;R?). The following computations are
therefore licit as they apply to a linearization around 1 = 0.

Let

aq(n) :=0,(0+1n) = ag + 0, and as(n) :=

where
a(n) = det(aag(n)) and aas(n) = aa(n) - as(n).
Then

bas(n) = daas(n) - az(n)

1 - - -
= ( )(8aag + 0apM) - (a1 ANaz + a1 A 02+ 01m Aag + h.ot.)
an

\/% {Va(bap + Oapn - as)}

0o +bapas) - (a1 A dam + i A az) + h.o.t. } ,

1
i va(n) t

since bag = Onag - a3 and O,ap = I‘gﬂag + bapas by the formula of GauBl
(Theorem 2.6-1 (a)). Next,

(Fgﬁag + baﬁag) . ((11 A 82%)
= Fiﬁag . ((1/1 A 82'7]) — bagagﬁ . ((1/1 A a3)
= \/E (—Fiﬁagﬁ -as + b(ygag'ﬁ . 02) 5

since, by (ii), a2 - (a1 A 92m) = =021 - (a1 A a2) = —+y/ada - a3 and a1 A az =
—vaa?; likewise,

(T%3a0 + bagas) - (017 A az) = Va(=Lh o7 - as + bapdin - a').

Consequently,

a . e o~
bap(n) = /Wn) {bap(1+ 851 - a”) + (Dapf — T750,M) - a3 + h.ot.}.

There remains to find the linear term with respect to n = (1;) in the expan-

1
= —(14---). To this end, we note that

1
a(n) Va

det(A + H) = (det A)(1 4 tr A~"H + o(H)),

sion
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with A := (aqp) and A + H := (aq(n)). Hence
H = (031 an +0.mn-ag+ ho.t.),
since [aag(n) — aap]™ = 057 - @ + 0um - ag (Theorem 4.2-1). Therefore,
a(n) = det(aas(n)) = det(ang)(1 + 20,1 - a® + h.o.t.),

since A™! = (a®?); consequently,

1 1
= —(1—-090,m-a“+ h.o.t.).
) \/a( n )

Noting that there are no linear terms with respect to 7 = (#;) in the product
(1 =04m-a*)(1+ 9,7 -a”), we find the announced expansion, viz.,

bag(n) = baﬁ + ((%gﬁ - Fgﬁ&,ﬁ) -a3 + h.o.t.

(iv) The components pas(n) can be also written as

Paﬁ(n) = M3lap — bgbaﬁﬂ?» + bgna\ﬁ + bz—inr\a + bg|a77‘ra

where the functions 13|qs and b}g|(y are defined as in the statement of the theorem.
By Theorem 2.6-1 (b),

Opm = (8077[3 - F;ﬁnT - baﬁ”B)aﬁ + (80773 + b;nT)aB'

Hence
_Fgﬁaaﬁ "az = _Fgﬁ(8a773 + b:ﬂ%%

since a’ - a3 = 0. Again by Theorem 2.6-1 (b),

OapM - a3 = Oa {(85770 =TG5, — bgonz)a’
+(08ns + bgnT)a,3 }-as
= (910 — Thonr — bgon3)0aa’ - a3
+(Oapns + (0abB)nr + b50an-)a’ - as
+(0sns + bgnT)(‘)(ya3 - as
= b2(08n0 — Thonr) — b2bopns + Oapns
+(9abp)nr + b50any,

since
00a’ -az = (-T9,.a” +b%a?) -as = b7,

0pa® - a3 = —boya’ -az =0,
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by the formulas of Gaufl and Weingarten (Theorem 2.6-1 (a)). We thus obtain

Pap(M) = (Oapm — Fgﬁacfﬁ) +as
= b%(0pn6 —Thonr) — bbopns + Oapnz + (0abf)nr 4 050amr
_Fgﬁ(aan?) + b;nT)'

While this relation seemingly involves only the covariant derivatives nzjas
and 7,3, it may be easily rewritten so as to involve in addition the functions
Nr|a and bg o The stratagem simply consists in using the relation I'; ,b3n, —
% b5ms = 0! This gives

Pap(n) = (Dapns — 1“3537773) = b2bspm3
+b2,(0pns — FEJUT) + bE (Oanr —Tomr)

+(0abj + I, 0305 — 13500 )n:-
(v) The functions bj|a are symmetric with respect to the indices o and (3.
Again, because of the formulas of Gaufl and Weingarten, we can write
0 = dupa” — dpaa” =y (— 5007 + bga‘?’) — 05 (-TL,a” + b;ag)
= —(0aT},)a +T},I7,a” — Th,b%a® + (0abj)a’® — bbasa’
+(0pI'},)a” —T7,Ig,a" + 7, b%a® — (93b])a® + bl bssa’.
Consequently,
0= (Qapa” — Jpaa’) -a® = Oabjz — Ogby, + 10,05 — T'5,07,

on the one hand. On the other hand, we immediately infer from the definition
of the functions b}, that we also have

bjla — bals = Oabl — Opby, + 17,05 — T, 0,
and thus the proof is complete. ([

The functions peg(n) are called the covariant components of the lin-
earized change of curvature tensor associated with a displacement n;a’ of
the surface S. The functions

N3|as = Oapls — Fgﬁaan?) and bE|a = (%bg + Fgabg - Fgﬁb;

respectively represent a second-order covariant derivative of the vector
field n;a® and a first-order covariant derivative of the second funda-
mental form of S, defined here by means of its mized components bj.

Remarks. (1) Covariant derivatives b,g|, can be likewise defined. More
specifically, each function

bamg = ({)gbag — Fgang — Fggbm—
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represents a first-order covariant derivatives of the second fundamental form,
defined here by means of its covariant components b,3. By a proof analogous to
that given in Theorem 4.2-2 for establishing the symmetry relations b§|a =bL|g,
one can then show that these covariant derivatives likewise satisfy the symmetry
relations

boz6|a = baa|[37
which are themselves equivalent to the relations

80130(5 — 8/6()0/0’ + F;Bbﬂ, — Fgang =0,

i.e., the familiar Codazzi-Mainardi equations (Theorem 2.7-1)!

(2) The functions cap := b%bss = cgo appearing in the expression of pas(n)
are the covariant components of the third fundamental form of S. For details,
see, e.g., Stoker [1969, p. 98] or Klingenberg [1973, p. 48].

(3) The functions b,(n) are not always well defined (in order that they be,
the vectors aq (1) must be linearly independent in @), but the functions pas(n)
are always well defined.

(4) The symmetry pa3(n) = pga(n) follows immediately by inspection of the
expression pag(n) = (Gapn — I'930-m) - a3 found there. By contrast, deriving
the same symmetry from the other expression of p,g(7) requires proving first
that the covariant derivatives bg|a are themselves symmetric with respect to the
indices a and 3 (cf. part (v) of the proof of Theorem 4.2-1). O

While the expression of the components pog(n) in terms of the covariant
components 7; of the displacement field is fairly complicated but well known
(see, e.g., Koiter [1970]), that in terms of 7§ = m;a’ is remarkably simple but
seems to have been mostly ignored, although it already appeared in Bamberger
[1981]. Together with the expression of the components v,5(n) in terms of n
(Theorem 4.2-1), this simpler expression was efficiently put to use by Blouza &
Le Dret [1999], who showed that their principal merit is to afford the definition
of the components v,3(n) and peg(n) under substantially weaker regularity
assumptions on the mapping 6.

More specifically, we were led to assume that 8 € C3(w;E?) in Theorem
4.2-1 in order to insure that p,g(n) € L*(w) if n € H'(w) x HY(w) x H?(w).
The culprits responsible for this regularity are the functions bg|a appearing in
the functions pag(n). Otherwise Blouza & Le Dret [1999] have shown how this
regularity assumption on €@ can be weakened if only the expressions of y,3(n)
and pag(n) in terms of the field  are considered. We shall return to such
aspects in Section 4.3.

We are now in a position to describe the linear Koiter shell equations.
Let vy be a measurable subset of v = Jw that satisfies lengthyy > 0, let 9,
denote the outer normal derivative operator along dw, and let the space V(w)
be defined by

V(w) = {n=(n) € H'(w) x H'(w) x H*(w); 7 = d,13 = 0 on 70 }.

Then the unknown vector field ¢ = (¢;) : @ — R?, where the functions (; are
the covariant components of the displacement field (;a’ of the middle surface
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S = 0(w) of the shell, should be a stationary point over the space V(w) of the
functional j defined by

i =3 [ {ea e mant) + A () (m)} Vady

— / p'nivady

for all n € V(w). This functional j is called Koiter’s energy for a linearly
elastic shell.

Equivalently, the vector field ¢ € V(w) should satisfy the variational equa-
tions

3
[ {0 st + 50 por (Qpas(m)  Vady
_ /pim\/ady for all = (1) € V(w).

We recall that the functions

afor . __ 4)‘M

— aaﬁaar 2ul(a®® aBT a®” aﬁa
2 + 2p( + )

denote the contravariant components of the shell elasticity tensor (A and p are
the Lamé constants of the elastic material constituting the shell), v,(n) and
pap(m) denote the covariant components of the linearized change of metric, and
change of curvature, tensors associated with a displacement field n;a’ of S,
and the given functions p’ € L?(w) account for the applied forces. Finally, the
boundary conditions 7; = d,m3 = 0 on g express that the shell is clamped along
the portion 8(~p) of its middle surface (see Figure 4.1-3).

The choice of the function spaces H'(w) and H?(w) for the tangential com-
ponents 7, and normal components 73 of the displacement fields n;a’ is guided
by the natural requirement that the functions v,5(n) and pas(n) be both in
L?(w), so that the energy is in turn well defined for n = (n;) € V(w). Other-
wise these choices can be weakened to accommodate shells whose middle surfaces
have little regularity (cf. Section 4.3).

Remark. A justification of Koiter’s linear equations (by means of an asymp-
totic analysis of the “three-dimensional” equations as € — 0) is provided in
Section 4.5. O

Our objective in the next sections is to study the existence and uniqueness of
the solution to the above variational equations. To this end, we shall establish
(Theorem 4.4-1) that, under the assumptions 3\ + 2 > 0 and p > 0, there
exists a constant ¢, > 0 such that

Z ltasl® < cca™ T (Y)tortas
a,B
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for all y € @ and all symmetric matrices (to3). When length~yy > 0, the existence
and uniqueness of a solution to this variational problem by means of the Lax-
Milgram lemma will then be a consequence of the existence of a constant ¢ such
that

9 9 1/2
> nalf e + lnsll3. b
(03
<e{ X lhas(m)
o,

1/2
8ot D lpasm)f.}  forallme Viw).
a,B

The objective of the next section precisely consists in showing that such a
fundamental “Korn’s inequality on a surface” indeed holds (Theorem 4.3-4).

4.3 KORN’S INEQUALITIES ON A SURFACE

In Section 3.8, we established three-dimensional Korn inequalities, first “with-
out boundary conditions” (Theorem 3.8-1), then “with boundary conditions”
(Theorem 3.8-3), the latter depending on an “infinitesimal rigid displacement
lemma” (Theorem 3.8-2). Both Korn inequalities involved the covariant com-
ponents e;;(v) of the three-dimensional linearized change of metric tensor.

But while this tensor is the only one that is attached to a displacement v;g*
of the three-dimensional set ©(Q2) in E3, we saw in the previous section that two
tensors, the linearized change of metric and the linearized change of curvature
tensors, are attached to a displacement field n;a’ of a surface in E3.

It is thus natural to seek to likewise establish Korn’s inequalities “on a
surface”, first without boundary conditions (Theorem 4.3-1), then with bound-
ary conditions (Theorem 4.3-4), the latter again depending on an infinitesimal
rigid displacement lemma on a surface (Theorem 4.3-3). As expected, such
inequalities will now involve the covariant components v,3(n) and pas(n) of
the linearized change of metric tensor and linearized change of curvature tensor
defined in the previous section.

The infinitesimal rigid displacement lemma and the Korn inequality “with
boundary conditions” were first established by Bernadou & Ciarlet [1976]. A
simpler proof, which we follow here, was then proposed by Ciarlet & Miara
[1992] (see also Bernadou, Ciarlet & Miara [1994]). Its first stage consists in
establishing a Korn’s inequality on a surface, “without boundary condi-
tions”, again as a consequence of the same lemma of J.L. Lions as in dimension
three (cf. Theorem 3.8-1). Note that such an inequality holds as well in the more
general context of Riemannian geometry; cf. Chen & Jost [2002].

Recall that the notations |- ||o,w and ||-||m,w respectively designate the norms
in L?(w) and H™(w), m > 1; cf. Section 3.6.



Sect. 4.3] Korn’s inequalities on a surface 173

Theorem 4.3-1. Let w be a domain in R? and let 0 € C3(w; E?) be an injective
immersion. Given 1= (n;) € H(w) x HY(w) x H*(w), let

Y1) = { 509 e+ DT a9) | € L2(w),

pas(m) i= { (Dasil — T250,7) - a3 } € L¥(w)

denote the covariant components of the linearized change of metric, and lin-
earized change of curvature, tensors associated with the displacement field 1 :=
nia’ of the surface S = (). Then there exists a constant cy = co(w, @) such
that

1/2
{ " Imal e+ sl }
’ 2 2 2 2 1/2
<o Yo Imallde + ImsllZ + 3 Iras IR + 3 lpap(m) 3.}
o a,3 a,B

for allm = (m;) € H'(w) x H'(w) x H?(w).

Proof. The “fully explicit” expressions of the functions v,g(n) and pag(n),
as found in Theorems 4.2-1 and 4.2-2, are used in this proof, simply because
they are more convenient for its purposes.

(i) Define the space

W(w) := {n = (m) € L*(w) x L*(w) x H'(w);
7&6(77) € L2(u}), p(xﬂ(n) € L2(w)}'
Then, equipped with the norm ||-Hw(w) defined by

1/2
Imlwis) = { 3 Imalde + Il + D IasIE o + 3 loasmifL}
[e% a,B

a,B

the space W (w) is a Hilbert space.

The relations “y,5(n) € L*(w)” and “pas(n) € L?*(w)” appearing in the
definition of the space W(w) are to be understood in the sense of distributions.
They mean that a vector field n € L?(w) x L?(w) x H'(w) belongs to W (w)
if there exist functions in L%(w), denoted va5(n) and pas(n), such that for all
¢ € D(w),

1 lo
/VMWM®::—/{§%%¢+m%@+mew+mww}m

(AmMM¢®==—L{%%@w+F%%%w+%%MW
+1005(b%) + 03T om0
+ 1700 (b5p) + b5L0 n0tp
— (&ng + 0,05 — Fgﬁb;)nTga} dy.
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o0

Let there be given a Cauchy sequence (n*)?2, with elements n® = (nF) €
W (w). The definition of the norm |[-[|yy(,, shows that there exist 7q € L2 (w),

ns € H'(w), Yap € L?(w), and pas € L?(w) such that

M = N in L2(w), 05 —nz in H'(w),
Yap(M*) = Yap in L2(@),  pap(n®) = pas in L?(w)

as k — oo. Given a function ¢ € D(w), letting k& — oo in the relations
L, Yap(MF)pdw = ... and L, pap(MF)pdw = ... then shows that Va5 = Yas(n)
and pas = pas(n)-

(i) The spaces W (w) and H'(w) x H'(w) x H?(w) coincide.
Clearly, H(w) x H'(w) x H?*(w) C W(w). To prove the other inclusion, let
n = (n;) € W(w). The relations

1 o
sap(n) == 5(&1775 +0pNa) = Yap(n) + Faﬁncf + bapns

then imply that e,(n) € L*(w) since the functions I'? 5 and bag are continuous
on w. Therefore,

807704 S H_l(w)7
95(0510) = {985 (M) + Drsas(n) — dasps(n)} € H™'(w),

since y € L*(w) implies d,x € H~(w). Hence 9,1, € L?*(w) by the lemma of
J.L. Lions (Theorem 3.7-1) and thus 7, € H'(w).

The definition of the functions p.g(n), the continuity over @ of the func-
tions I' 5, by, b7, and 9,bf, and the relations pag(n) € L?(w) then imply that
Dapns € L*(w), hence that n3 € H?(w).

(iii) Korn’s inequality without boundary conditions.

The identity mapping ¢ from the space H'(w)x H'(w)x H?(w) equipped with
its product norm n = (n;) = {3, [Mall3w + IIn3/13..}"/? into the space W (w)
equipped with || - [|w) is injective, continuous, and surjective by (ii). Since
both spaces are complete (cf. (i)), the closed graph theorem then shows that the
inverse mapping ¢! is also continuous or equivalently, that the inequality of
Korn’s type without boundary conditions holds. O

In order to establish a Korn’s inequality “with boundary conditions”, we
have to identify classes of boundary conditions to be imposed on the fields
n=(n;) € H (w) x H'(w) x H?(w) in order that we can “get rid” of the norms
IMallo,w and ||n3]l1,w in the right-hand side of the above inequality, i.e., situations
where the semi-norm

1/2
=) = { 3 Iasmld. + D lpasm3. }
o, a,B

becomes a norm, which should be in addition equivalent to the product norm.
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To this end, the first step consists in establishing in Theorem 4.3-3 an in-
finitesimal rigid displacement lemma, which provides in particular one instance
of boundary conditions implying that this semi-norm becomes a norm.

The proof of this lemma relies on the preliminary observation, quite worth-
while per se, that a vector field n;a’ on a surface may be “canonically” extended
to a three-dimensional vector field v;g* in such a way that all the components
eij(v) of the associated three-dimensional linearized change of metric tensor
have remarkable expressions in terms of the components vo3(n) and pag(n) of
the linearized change of metric and curvature tensors of the surface vector field.

Theorem 4.3-2. Let w be a domain in R? and let 6 € C3(w; E3) be an injective

immersion. By Theorem 4.1-1, there exists € > 0 such that the mapping ©
defined by

O(y,x3) == 0(y) + z3as(y) for all (y,x3) € Q,

where Q := w x |—¢,¢l, is a C*-diffeomorphism from Q onto ©(Q) and thus the
three vectors g, := 0;® are linearly independent at all points of 2.

With any vector field n;a’ with covariant components 1, in H Hw) and n3
in H?(w), let there be associated the vector field v;g® defined on Q by

vi(y, z3)g' (y, z3) = ni(y)a' (y) — x3(dans + b3n.) (y)a* (y)

for all (y,x3) € Q, where the vectors g* are defined by g* - g;= 5;

Then the covariant components v; of the vector field v;g* are in H'(Q2) and
the covariant components e;;(v) € L*(Q) of the associated linearized change of
metric tensor (Section 3.6) are given by

€ap(v) = Yap(n) — T3pap(n)
2
X
+?3 {bgpﬂa (n) + bgpm— (n) — 2bng’YUT (77)}7
€;3 (’U) = 0.

Proof. As in the above expressions of the functions e,g(v), the dependence
on x3 is explicit, but the dependence with respect to y € @ is omitted, through-
out the proof. The explicit expressions of the functions v,5(n) and pas(n) in
terms of the functions 7; (Theorems 4.2-1 and 4.2-2) are used in this proof.

(i) Given functions 1., Xy € HY(w) and n3 € H?(w), let the vector field v;g°
be defined on € by

v;g" = mia’ + x3X,a”.
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Then the functions v; are in H*(Q) and the covariant components e;;(v) of the
linearized change of metric tensor associated with the field v;g" are given by

1
eap(v) {5(77045 + 775|a) - baBnB}

xr3 - -
+ 5 { Xl + Xsio = U2(1015 = bgoms) = U3 (1rja = barnis) }
J’% o T
+ ?{ - baXfflﬁ - bliXTla}7

1
60(3('0) = E(Xa + Oamz + bgna)v

€33 (’U) = O7
where Nalg = 08N — Fgﬁng and Xy = 0 X — I‘ZBX,, designate the covariant
derivatives of the fields n;a’ and X;a® with X3 = 0 (Section 2.6).
Since
Oaaz = —bla,
by the second formula of Weingarten (Theorem 2.6-1), the vectors of the covari-
ant basis associated with the mapping © = 0 + xsas are given by

g, = aq — 23bla, and g; = as.
The assumed regularities of the functions n; and X, imply that
vi = (v;9°) - g; = (n;& + 13X,a%) - g; € H'(Q)
since g; € C(Q). The announced expressions for the functions e;;(v) are
obtained by simple computations, based on the relations v;; = {9; (vkg®)} - g;
(Theorem 1.4-1) and e;;(v) = £ (vy|; + vj|)-

(il) When Xy = —(0ans +bIne), the functions e;;(v) in (1) take the expres-
sions announced in the statement of the theorem.

We first note that X, € H'(w) (since b € C}(©)) and that e43(v) = 0 when
Xo = —(0an3 +b9ns). Tt thus remains to find the explicit forms of the functions
eqs(v) in this case. Replacing the functions X, by their expressions and using
the symmetry relations b3|s = b3|o (Theorem 4.2-2), we find that

%{Xaw + Xsja = bZ (015 — bpons) — b (1rja — barns) }
= —3jap = b3No|8 = OTria — b 40r + b2 bopns,
i.e., the factor of x3 in e,3(v) is equal to —pap(n). Finally,
=03 X5 — b Xr|a
= b (a1 + V519707 + V5 71r18) + U (Msjar + 0ol + D7)
= Z(p5o (1) = DFirio + Usbrons) + b5 (par () = b3elr + b3borns)
= b3ppo (M) + bspar(n) — 2000570- (1),

2
i.e., the factor of Z* in eqp(v) is that announced in the theorem. O
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As shown by Destuynder [1985, Theorem 3.1] (see also Ciarlet & S. Mardare
[2001]), the mapping

F:(p) € HY(w) x H'(w) x H*(w) — (v;) € HY(Q)

defined in Theorem 4.3-2 is in fact an isomorphism from the Hilbert space
H'(w) x H'(w) x H?(w) onto the Hilbert space

Vi(Q) = {v e H(Q);ei3(v) =0 in Q}.

This identification of the image ImF as the space V() has an interest
per se in linearized shell theory. This result shows that, inside an elastic shell,
the Kirchhoff-Love displacement fields, i.e. those displacement fields v;g* that
satisfy the relations e;3(v) = 0 in §, are of the form

vig' = nia’ — x3(0ans + bons)a® with 7, € Hl(w) and n3 € H2(w),

and wice versa. This identification thus constitutes an extension of the well-
known identification of Kirchhoff-Love displacement fields inside an elastic plate
(cf. Ciarlet & Destuynder [1979] and also Theorem 1.4-4 of Ciarlet [1997]).

We next establish an infinitesimal rigid displacement lemma “on a surface”.
The adjective “infinitesimal” reminds that only the linearized parts vy,s(n) and
pap(n) of the “full” change of metric and curvature tensors 3(aag(n) — aas)
and (bas(n) — bap) are required to vanish in w. Thanks to Theorem 4.3-2, this
lemma becomes a simple consequence of the “three-dimensional” infinitesimal
rigid displacement lemma in curvilinear coordinates (Theorem 3.8-2), to which
it should be profitably compared.

This lemma is due to Bernadou & Ciarlet [1976, Theorems 5.1-1 and 5.2-1],
who gave a more direct, but less “transparent”, proof (see also Bernadou [1994,
Part 1, Lemma 5.1.4]).

Part (a) in the next theorem is an infinitesimal rigid displacement
lemma on a surface, “without boundary conditions”, while part (b) is an
infinitesimal rigid displacement lemma on a surface, “with boundary
conditions”.

Theorem 4.3-3. Let there be given a domain w in R? and an injective immer-
sion 0 € C*(w; E?).
(a) Let n = (n;) € H'(w) x H'(w) x H?(w) be such that

Ya3(M) = pasg(m) =0 in w.
Then there ezxist two vectors a,b € R? such that
ni(y)a‘(y) = a+bA6(y) for all y € @.

(b) Let vo be a dy-measurable subset of v = Ow that satisfies length~yy > 0
and let a vector field n = (n;) € HY(w) x H'(w) x H?*(w) be such that

Yap(N) = pap(n) =0 in w and n; = dyn3 = 0 on 7.
Then n =0 in w.
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Proof. Let the set Q = w x ]—¢, €[ and the vector field v = (v;) € H(Q2) be
defined as in Theorem 4.3-2. By this theorem,

Yap(M) = pag(m) =0inw implies that e;;(v) =01in Q.
Therefore, by Theorem 3.8-2 (a), there exist two vectors a, b € R? such that
vi(y, ©3)g' (y,3) = a + b A {0(y) + z3a3(y)} for all (y,x3) € Q.
Hence

ni(y)a' (y) = vi(y, 23)g" (Y, 23)|es—0 = @ + bAO(y) for all y € ,

and part (a) is established.

Let 79 C v be such that length~yy > 0. If n; = 0,n3 = 0 on g, the functions
(Oams + bIne) vanish on 7y, since n3 = dyn3 = 0 on -y implies dan3 = 0 on .
Theorem 4.3-2 then shows that

v; = (ngj) -g; = (njaj + x3X,a%) - g, =0o0n Ty :=~y x [—¢,¢].

Since arealy > 0, Theorem 3.8-2 (b) implies that v = 0 in §, hence that n = 0
on w. g

Remark. If a field n = (1;) € HY(w) x HY(w) x H?(w) satisfies vo5(n) =
pap(m) = 0 in w, its three components 7; are automatically in C2() since
N = (njaj ) - a; and the fields a; are of class C? on @. Remarkably, the field
n;a’ = a + b A @ inherits in this case even more regularity, as it is of class C3
on w. O

An infinitesimal rigid displacement 7,a’ of the surface S = 0(w) is
defined as one whose associated vector field n = (n;) € H'(w) x H'(w) x H?(w)
satisfies Yo3(1) = pap(n) = 0 in w. The vector fields n associated with such an
infinitesimal rigid displacement thus span the vector space

Rig(w) := {n € H'(w) x H'(w) x H*(w); Yap(M) = pap(n) = 0 in w},
which, because of Theorem 4.3-3, is also given by

Rig(w) = {n = (n;) € H'(w) x H'(w) x H*(w);
nia’ = a+b A0 for some a,b € R3}.

This relation shows in particular that the infinitesimal rigid displacements of
the surface S span a vector space of dimension sixz. Furthermore, Ciarlet & C.
Mardare [2004a] have shown that this vector space is precisely the tangent space
at the origin to the manifold (also of dimension six) formed by the rigid displace-
ments of the surface S = (W), i.e., those whose associated deformed surface
(0 + n;a’)(w) is obtained by means of a rigid deformation of the surface 8(w)
(see Section 2.9). In other words, this result shows that an infinitesimal rigid
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displacement of S is indeed the “linearized part of a genuine rigid displacement
of S7, thereby fully justifying the use of the adjective “infinitesimal”.

We are now in a position to prove the announced Korn’s inequality on a
surface, “with boundary conditions”. This inequality plays a fundamental
role in the analysis of linearly elastic shells, in particular for establishing the
existence and uniqueness of the solution to the linear Koiter equations (see
Theorem 4.4-2).

This inequality was first proved by Bernadou & Ciarlet [1976]. It was later
given other proofs by Ciarlet & Miara [1992] and Bernadou, Ciarlet & Miara
[1994]; then by Akian [2003] and Ciarlet & S. Mardare [2001], who showed
that it can be directly derived from the three-dimensional Korn inequality in
curvilinear coordinates, “with boundary conditions” (Theorem 3.8-3), for ad
hoc choices of set €, mapping @, and vector fields v (this idea goes back to
Destuynder [1985]); then by Blouza & Le Dret [1999], who showed that it still
holds under a less stringent smoothness assumption on the mapping 8. We
follow here the proof of Bernadou, Ciarlet & Miara [1994].

Theorem 4.3-4. Let w be a domain in R?, let @ € C3(w; E3) be an injective im-
mersion, let vo be a dy-measurable subset of v = Ow that satisfies lengthyy > 0,
and let the space V(w) be defined as:

V(w) = {n=(n) € H'(w) x H'(w) x H*(w); 1: = Q113 = 0 on 7o}
Given n = (n;) € H'(w) x HY(w) x H?(w), let

1 - -
Yap(n) = {5(3577-% +3a77-aﬁ} € L*(w),

pas(m) i= { (Dail — T250,7) - a3 } € L*(w)

denote the covariant components of the linearized change of metric and linearized
change of curvature tensors associated with the displacement field 1 := n;a" of
the surface S = 0(w). Then there exists a constant ¢ = c(w,~o, 0) such that

1/2 1/2
[l +mlde} ™ < el Y lhasmifo+ D lleasm)Id..}
a o, a,B
for allm = (n;) € V(w).
Proof. Let
1/2
7l ot o2 2= { 2 ImallF s+ I3}

If the announced inequality is false, there exists a sequence (le)ii1 of vector
fields n* € V(w) such that

H”IkHHl(w)le(w)tz(w) =1 for all &,

1/2
i {3 s+ loasmE ) =0
a,B o8
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Since the sequence (%)%, is bounded in H'(w) x H'(w) x H?(w), a sub-
sequence ()22, converges in L?(w) x L?(w) x H'(w) by the Rellich-Kondrasov
theorem. Furthermore, each sequence (vo5(1°))2, and (pas(n®))2, also con-
verges in L2(w) (to 0, but this information is not used at this stage) since

Jim {3 7ap(n)
a,f3

1/2
3ot lpasmE.} =0
a,B

The subsequence (7]4)2‘;1 is thus a Cauchy sequence with respect to the norm

1/2
1= {3 Inale + Imsl30 + 3 a3+ D loasmie}
o a,3 o,

hence with respect to the norm [||| g1 ()« 1 () x 12 () BY Korn'’s inequality with-
out boundary conditions (Theorem 4.3-1).

The space V(w) being complete as a closed subspace of the space H*(w) x
H'(w) x H?(w), there exists n € V(w) such that

n° - nin H'(w) x H'(w) x H*(w),
and the limit 7 satisfies

as(mllow = Jim [[7as(m)low =0,

1pas(m)llow = Jim [lpas(n’)o.. = 0.

Hence n = 0 by Theorem 4.3-3. But this last relation contradicts the relations
||77€||H1(w)><H1(w)><H2(w) =1 for all £ > 1, and the proof is complete. |

If the mapping € is of the form 6(y1,y2) = (y1,y2,0) for all (y1,y2) € &,
the inequality of Theorem 4.3-4 reduces to two distinct inequalities (obtained
by letting first 1, = 0, then n3 = 0):

) }1/2
0,w

20 < o D 1asml
for all n3 € H?(w) satisfying 73 = d,n3 = 0 on 7, and

a,B
(S matz ) < el 32 2 @sma+-oums)|) V"

0,w

[I7s]

for all n, € H!(w) satisfying 1, = 0 on 7. The first inequality is a well-known
property of Sobolev spaces. The second inequality is the two-dimensional Korn
inequality in Cartesian coordinates. Both play a central role in the ezistence
theory for linear two-dimensional plate equations (see, e.g., Ciarlet [1997, The-
orems 1.5-1 and 1.5-2]).

As shown by Blouza & Le Dret [1999], Le Dret [2004], and Anicic, Le Dret
& Raoult [2005], the regularity assumptions made on the mapping @ and on



Sect. 4.3] Korn’s inequalities on a surface 181

the field n = (n;) in both the infinitesimal rigid displacement lemma and the
Korn inequality on a surface of Theorems 4.3-3 and 4.3-4 can be substantially
weakened.

This improvement relies on the observation that the “fully explicit” expres-
sions of the covariant components of the linearized change of metric and change
of curvature tensors that have been used in the proofs of these theorems, viz.,

1 o
Yap(n) = 5(36% + 0anp) — Lopne — bapns
and

Pap(M) = Oapnz — o 50:m3 — bbopns
+ bg(aﬁna - FEUT}T) + bE (804777' - FZT%)

can be advantageously replaced by expressions such that

1., - -
Yap(n) = 5(3617 “Qo +0aM - ag)

and
Pap(n) = (Oapn — I730,m) - as,
or
pas(M) = aa - 9{(0:1 - az)a”} — 07 - Ipas,
in terms of the field 77 := m;a’. Note in passing that this last expression no

longer involves Christoffel symbols.

The interest of such expressions is that they still define bona fide distributions
under significantly weaker smoothness assumptions than those of Theorem 4.3-4,
viz., @ € C3(w; E?) and n = (;) € H'(w) x H'(w) x H?(w). For instance, it is
easily verified that v,5(n) € L*(w) and pas(n) € H ' (w) if 8 € W2 (w; E?)
and 17 € H!(w); or that v,5(n) € L*(w) and pag(n) € L2 (w) if @ € W2 (w; E?)
and 17 € H'(Q2) and 0,47 - a3 € L?(w).

This approach clearly widens the class of shells that can be modeled by
Koiter’s linear equations, since discontinuities in the second derivatives of the
mapping 0 are allowed, provided these derivatives stay in L*°(w). For instance,
it affords the consideration of a shell whose middle surface is composed of a
portion of a plane and a portion of a circular cylinder meeting along a segment
and having a common tangent plane along this segment.

We continue our study of Korn’s inequalities on a surface by showing that the
Korn inequality “without boundary conditions” (Theorem 4.3-1) is equivalent
to yet another Korn’s inequality on a surface, “over the quotient space
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H'(w) x HY(w) x H?(w)/Rig(w)”. As we shall see, this inequality is the key
to the existence theory for the pure traction problem for a shell modeled by the
linear Koiter equations (cf. Theorem 4.4-3).

We recall that the vector space

Rig(w) = {n € H'(w) x H'(w) x H*@); Ya3(n) = pap(n) = 0 in w}

denotes the space of vector fields n = (1;) € H(w) x H(w) x H?(w) whose as-
sociated displacement fields n;a’ constitute the infinitesimal rigid displacements
of the surface S and that the space Rig(w) is of dimension siz (Theorem 4.3-3).

In the next theorem, the notation 7 designates the equivalence class of an
element n € H'(w) x H'(w) x H%*(w) in the quotient space H'(w) x H'(w) x
H?(w)/Rig(w). In other words,

n:={¢¢e Hl(w) x H'(w) x H2(w); (¢ —n) € Rig(w)}.

Theorem 4.3-5. Let w be a domain in R? and let @ € C3(w; E?) be an injective
immersion. Define the quotient space

V(w) = (H'(w) x H'(v) x H?(w))/ Rig(w),
which is a Hilbert space, equipped with the quotient norm ”'HV(Q) defined by

dlo, = inf o o H2 ) for all ) € V().
17157 () et ) 17 + &l 11 () x B () x 2 (o) for all @ (w)

Then there exists a constant ¢ = ¢(w, 0) such that
. . N TER R ) )
15y < {3 Iras @R + 3 Ipap(@)3. ) for all iy € V(w).
a,3 a,B
Moreover, this Korn inequality “over the quotient space V(w) 7 is equivalent

to the Korn inequality “without boundary condition” of Theorem 4.3-1.

Proof. To begin with, we observe that, thanks to the definition of the space
Rig(w), the functions v,5(17) € L?(w) and pag(n) € L?(w) are unambiguously

defined, viz., as v43(N) = 7a3(€) and pas(Nn) = pas({) for any ¢ € 7. In this
proof, we let

1/2
V(w) i= H' (@) x H'(w) x H2(w) and [nllve) = { 3 Inal3. + Insl3. }

for the sake of notational conciseness.

(i) We first show that the Korn inequality “without boundary conditions”
(Theorem 4.3-1) implies the announced Korn inequality “over the quotient space
V(w)”.
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By the Hahn-Banach theorem, there exist six continuous linear forms £,
on the space V(w), 1 < a < 6, with the following property: A vector field
£ € Rig(w) is equal to 0 if and only if ¢,(£) =0, 1 < a < 6. It thus suffices to
show that there exists a constant ¢ such that

2 SO
Inlve < e({ D Ihastn ||0w+2|\pag W) ™+ D lealm))
a,B a=1

for all n € V(w). For, given any i € V(w), let £(n) € Rig(w) be defined by the
relations £, (1 +&(n)) = 0, 1 < a < 6. The above inequality then implies that,
for all € V(w),

. 1/2
il < Im+ €@ v <c{2||w ||0w+2|\pag M)

Assume that there does not exist such a constant ¢. Then there exist n* €
V(w), k > 1, such that ||n*||v(,) =1 for all k > 1,

1/ 6
[ s’ M+ 2 ot B} + S tatn)) — 0.
o, a=1

By Rellich theorem, there thus exists a subsequence ()32, that converges
in the space L?(w) x L*(w) x H'(w) on the one hand; on the other hand,
each subsequence ('yaﬁ(ng));‘;l and (p, s (n*))22, converges in the space L?(w).
Therefore, the subsequence (77[)2";1 is a Cauchy sequence with respect to the

n=(m) € V) = {3 Inal

hence also with respect to the norm ||-|[y(, by Korn’s inequality without bound-
ary conditions.
Consequently, there exists n € V(w) such that ||[n° — 7|y, P 0. But
—00

1/2
3t nslE o+ Y an(m ||0w+2|\pag M)
a,B

then n = 0, since £o(n) = 0 and Y,8(n) = pag(n) = 0 in w, in contradiction
with the relations ||n‘|ly () = 1 for all £ >

(ii) We next show that, conversely, the Korn inequality “over the quotient
space V(w) ” implies the Korn inequality “without boundary condition” of The-
orem 4.3-1.

Assume that this Korn inequality does not hold. Then there exist n* =
(n¥) € V(w), k > 1, such that

[m*|lvw) =1 forall k> 1,

1/2
({ D kI + 195130+ 3 a0 ||OM+Z||paﬁ MEw} ) — 0.
«@ B

k—oo
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Let ¢* € Rig(w) denote for each k > 1 the projection of n* on Rig(w) with
respect to the inner-product of the space V(w). This projection thus satisfies

k k . k .k
- = inf + = 7" (o
m* = ¢"llvw) o) m° + €llvw) = 11"lv
7 v ) = I = CFllviw) + 165 v

The space Rig(w) being finite-dimensional, the inequalities HCkHV(w) <1
for all £ > 1 imply the existence of a subsequence (Cz)l‘?‘;l that converges in the
space V(w) to an element ¢ = (¢;) € Rig(w). Besides, Korn’s inequality in the
quotient space V(w) obtained in part (i) implies that

I = ¢liviwy = 11 lvrw) = 0

since

1/2
{3 17as(’ ||0w+2||m M} =0
a,B

Consequently,

Z —
m" = Cllvw) =20

Hence {3, Il — G4l + In413.)1/2 — 0. fortion, which shows that
— 00
¢ =0since {3, 4112, + 5113, 112 P 0 on the other hand. We have thus
’ ’ — 00

reached the conclusion that |[17°||v(.) P 0, a contradiction. O
— 00

The various Korn inequalities established or mentioned so far, which apply to
“general” surfaces (i.e., without any restrictions bearing on their geometry save
some regularity assumptions), all involve both the linearized change of metric,
and the linearized change of curvature, tensors.

It is remarkable that, for specific geometries and boundary conditions, a
Korn inequality can be established that only involves the linearized change of
metric tensors. More specifically, Ciarlet & Lods [1996a] and Ciarlet & Sanchez-
Palencia [1996] have established the following Korn inequality “on an ellip-
tic surface”:

Let w be a domain in R? and let 8 € C*>!(w; E®) be an injective immersion
with the property that the surface S = (@) is elliptic, in the sense that all its
points are elliptic (this means that the Gaussian curvature is > 0 everywhere
on S; cf. Section 2.5). Then there exists a constant cpr = cp(w,0) > 0 such

that
9 9 1/ 1/2
[ Inali o+ sl ) < cM{§ a3}

for all n = (n;) € H} (w) x Hi (w) x L?(w).

Remarks. (1) The norm ||ns||2,. appearing in the left-hand side of the Korn
inequality on a “general” surface (Theorem 4.3-4) is now replaced by the norm
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Im3]l0.w- This replacement reflects that it is enough that n = (n;) € H'(w) x
H'(w)x L*(w) in order that v,5(n) € L?(w). As aresult, no boundary condition
can be imposed on 7s.

(2) The Korn inequality on an elliptic surface was first established by
Destuynder [1985, Theorem 6.1 and 6.5], under the additional assumptions that
the surface S can be covered by a single system of lines of curvature (Section
2.5) and that the C°(&)-norms of the corresponding Christoffel symbols are small
enough. O

Only compact surfaces defined by a single injective immersion 8 € C3(w)
have been considered so far. By contrast, a compact surface S “without bound-
ary” (such as an ellipsoid or a torus) is defined by means of a finite number I > 2
of injective immersions 0; € C3(w;), 1 <14 < I, where the sets w; are domains
in R?, in such a way that S = J,.; 0i(w;). As shown by S. Mardare [2003a], the
Korn inequality “without boundary conditions” (Theorem 4.3-1) and the Korn
inequality “on the quotient space H'(w) x H'(w) x H?(w)/ Rig(w)” (Theorem
4.3-5) can be both extended to such surfaces without boundary.

Likewise, Slicaru [1998] has shown that the above Korn inequality “on an
elliptic surface” can be extended to elliptic surfaces without boundary.

4.4 EXISTENCE AND UNIQUENESS THEOREMS
FOR THE LINEAR KOITER SHELL EQUATIONS;
COVARIANT DERIVATIVES OF A TENSOR
FIELD DEFINED ON A SURFACE

Let the space V(w) be defined by
V(w):={n=(m) € H (w) x H'(w) x H*(w); n; = 13 = 0 on 70},

where 7 is a dy-measurable subset of v := Jw that satisfies length~yy > 0. Our
primary objective consists in showing that the bilinear form B : V(w) x V(w) —
R defined by

3

B = [ {20 0r(CPrantn) + 5% por(Qpas() }ady

for all (¢,n) € V(w) x V(w) is V(w)-elliptic.

As a preliminary, we establish the uniform positive-definiteness of the elas-
ticity tensor of the shell, given here by means of its contravariant components
a®B97 Note that the assumptions on the Lamé constants are the same as in
three-dimensional elasticity (Theorem 3.9-1).

Theorem 4.4-1. Let w be a domain in R?, let @ € C*(w; E?) be an injective
immersion, let a®® denote the contravariant components of the metric tensor
of the surface 8(w), let the contravariant components of the two-dimensional
elasticity tensor of the shell be given by

A p
a®Per — o 2Maaﬁa‘” + 2u(a®dP™ 4+ a®7aP?),
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and assume that 3\ + 2p > 0 and p > 0. Then there exists a constant c. =
ce(w, @, A, 1) > 0 such that

3 Jtasl? < a7 (Y)tortas
a,f

for all y € W and all symmetric matrices (tag)-

Proof. This proof is similar to that of Theorem 3.9-1 and for this reason, is
only sketched. Given any y € @ and any symmetric matrix (tqg), let

A(y) = (a*’(y)) and T = (tap),
let K(y) € S? be the unique square root of A(y), and let

B(y) := K(y)TK(y) € S*.

Then

1 2 _ 20
— afor _ T L

50 (Ytortas = X(tr B(y)) + 2utr (B(y) B(y)) with y := 2

By the inequality established in part (i) of the proof of Theorem 3.9-1 (with
d = 2 in this case), there thus exists a constant a(A, 1) > 0 such that

1

5077 W)tortas > atr (B(y)TB(y))

if x+p >0 and g > 0, or equivalently, if 3A + 2u > 0 and g > 0. The proof is
then concluded as the proof of Theorem 3.9-1. O

Combined with Korn’s inequality “with boundary conditions” (Theorem
4.3-4), the positive definiteness of the elasticity tensor leads to the existence
of a weak solution, i.e., a solution to the variational equations of the linear
Koiter shell equations.

Theorem 4.4-2. Let w be a domain in R?, let o be a subset of v = Ow with
lengthyg > 0, and let @ € C3(w; E3) be an injective immersion. Finally, let
there be given constants A and p that satisfy 3\ + 2u > 0 and p > 0, and
functions p* € L"(w) for some r > 1 and p* € L'(w).

Then there is one and only one solution ¢ = ((;) to the variational problem:

CeEV(w)={n= )€ H(w) x H'(w) x H*(w); n; = O,m3 = 0 on 7o},
3
[ e 0 ©vantm) + 0 por (Qpas(m)  Vady

— [ pavady for all n = () € Vi),
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where

a®PoT = —)\4_’/_\5 a®Pa’" + 2p(a® a7 + a®"aP),
I

| - ~ o A ~
7&6(77) = 5(8[377 “Qo + 0a7 - aﬂ) and paﬁ(n) = (804[377 - Faﬁaa'n) - as,

where 1 1= n;a’.
The field ¢ € V(w) is also the unique solution to the minimization problem:

©= it jom).

3
/ {207 3 (MY (M) + 507 por () pa(n) } Vady

3
— / p'nivady.

Proof. As a closed subspace of H!(w) x H'(w) x H?(w), the space V(w) is
a Hilbert space. The assumptions made on the mapping 6 ensure in particular
that the vector fields a; and a’ belong to C?(w;R3) and that the functions
a®BoT I'o s and a are continuous on the compact set w. Hence the bilinear
form defined by the left-hand side of the variational equations is continuous
over the space H'(w) x H'(w) x H?(w).

The continuous embeddings of the space H'(w) into the space L*(w) for any
s > 1 and of the space H?(w) into the space C!(w) show that the linear form
defined by the right-hand side is continuous over the same space.

Since the symmetric matrix (aq(y)) is positive-definite for all y € @, there
exists ag such that a(y) > ap > 0 for all y € @.

Finally, the Korn inequality “with boundary conditions” (Theorem 4.3-4)
and the uniform positive definiteness of the elasticity tensor of the shell (Theo-
rem 4.4-1) together imply that

3
. € 1 -
min{e, 5 beo e van( Y Inalf o + 3.
[e3

a®?77 pg, (n)paﬁ(n)}\/ﬁ dy

s e
< [ {eamom ot + 5
w

for all n = (n;) € V(w). Hence the bilinear form B is V(w)-elliptic.

The Laz-Milgram lemma then shows that the variational equations have one
and only one solution. Since the bilinear form is symmetric, this solution is also
the unique solution of the minimization problem stated in the theorem. ([

The above existence and uniqueness result applies to linearized pure dis-
placement and displacement-traction problems, i.e., those that correspond to
length~y > 0.
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We next consider the linearized pure traction problem, i.e., corresponding
to the case where the set 7 is empty. In this case, we seek a vector field
¢=(¢) € HY(w) x H'(w) x H?(w) that satisfies

3

[0 s + G o Qs Vi

= /pim\/Edy for all n = (n;) € H'(w) x H'(w) x H*(w).

Clearly, such variational equations can have a solution only if their right-
hand side vanishes for any vector field & = (&;) € Rig(w), where

Rig(w) := {£ € H'(w) x H'(w) x H*(w); Yap(&) = pap(€) = 0 in w},

since replacing 1 by (n + &) for any € € Rig(w) does not affect their left-hand
side.

We now show that this necessary condition is in fact also sufficient for the
existence of solutions, because in this case of the Korn inequality “over the
quotient space H'(w) x H'(w) x H?(w)/Rig(w)” (Theorem 4.3-5). Evidently,
the existence of solutions can then hold only up to the addition of vector fields
¢ € Rig(w). This means that the solution is naturally sought in this quotient
space.

Theorem 4.4-3. Let w be a domain in R? and let 0 € C3(w; E3) be an injective
immersion. Let there be given constants A and p that satisfy 3A + 2pu > 0 and
p > 0 and functions p* € L"(w) for some r > 1 and p> € L'(w). Define the
quotient space

V(w) := H'(w) x H'(v) x H*(w)/Rig(w),

and assume that the functions p* satisfy
/pifi\/adw =0 for all £ € Rig(w).
w

Finally, let the functions a®?°™ be defined as in Theorem 4.4-1.
Then there is one and only one solution ¢ € V(w) to the variational equa-
tions

afor y . e afor
[ {za o ©vanti) + 0 por @)}y
- / Piiev/ady for all i = (1) € V().

The equivalence class C € V(w) is also the unique solution to the minimiza-
tion problem

j(€) = if (),

NEV(w)
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where

i) =

|~

3
[ {ea i ias ) + G b i)pasi) Vady

- / p'ivady.
w

Proof. The proof is analogous to that of Theorem 4.4-2, the Korn inequality
of Theorem 4.3-4 being now replaced by that of Theorem 4.3-5. O

An immediate consequence of Theorems 4.4-2 and 4.4-3 is the existence and
uniqueness (up to infinitesimal rigid displacements when the set 7 is empty) of a
displacement field (;a® of the middle surface S, whose components ¢, € H*(w)
and (3 € H%*(w) are thus obtained by finding the solution ¢ = ({;) to the
variational equations of either theorem. Since the vector fields a’ formed by the
covariant bases belong to the space C?(w; R?) by assumption, the vector fields
¢na® and (3a® belong respectively to the spaces H!(w) and H?(w).

We next derive the boundary value problem that is, at least formally, equiva-
lent to the variational equations of the Theorems 4.4-2 or 4.4-3, the latter corre-
sponding to the case where the set 7y is empty. In what follows, v1 := v—70, (Va)
is the unit outer normal vector along ~y, 7 1= —v9, T2 := 11, and 0; X = Ta0a X
denotes the tangential derivative of x in the direction of the vector (74).

Theorem 4.4-4. Let w be a domain in R? and let 6 € C3(w; E3) be an injective
immersion. Assume that the boundary v of w and the functions p* are smooth
enough. If the solution ¢ = ((;) to the variational equations found in either
Theorem 4.4-2 or Theorem 4.4-3 is smooth enough, then ¢ is also a solution to
the following boundary value problem:

m®| o5 — b2begm®? — bosn®? = p* in w,
—(n*7 +05m%)|5 — b3 (m*7|) = p in w,
G = 0y =0 on o,

m“ﬁyayg =0 on 7,

(m®®|o)vs + 0, (m*Prars) = 0 on 71,
(n? 4 2b2m7P)vg = 0 on i,

where 3
naﬁ = EGQBUTVUT (C) and mo‘ﬁ = %aaﬁo"rpg‘r (C)a

and, for an arbitrary tensor field with smooth enough covariant components
t% .5 — R,

— g
t*8) 5 := 0pt*? + TG, 77 + T3, 1%,
g = 0a(t*|5) + T, (t7|5).
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Proof. For simplicity, we give the proof only in the case where vy = 7, i.e.,
when the space V(w) of Theorem 4.4-2 reduces to

V(w) = Hy(w) x H}(w) x H3(w).

The extension to the case where length~y; > 0 is straightforward.

In what follows, we assume that the solution ¢ is “smooth enough” in the
sense that n®® € H'(w) and m®® € H?(w).

(i) We first establish the relations

Bav/a = vaT2,.

Let A denote the matrix of order three with a1, as, az as its column vectors, so
that v/a = det A (see part (i) of the proof of Theorem 4.2-2). Consequently,

Oav/a = det(0,a1, a2, a3) + det(ay, dnaz, as) + det(a1, az,d,as3)
= (Mo + T3, +T5,) det(ar, a2, a3) = Val'y,
since doap =I'G,as + bapas (Theorem 2.6-1).
(ii) Using the Green formula in Sobolev spaces (see, e.g., Necas [1967]) and
assuming that the functions n®? = nf® are in H'(w), we first transform the
first integral appearing in the left-hand side of the variational equations. This

gives, for all n = (n;) € H}(w) x H}(w) x L?(w), hence a fortiori for all n =
(m) € Hy(w) x Hy(w) x Hg(w),

/ a®? Yo () Vap(n)Vady = / n*’ap(n)Vady
af 1 o
= [ Van (5(3677«1 + Oang) — Lm0 — baﬁ773) dy

= /\/anaﬁaﬁnady_/\/anaﬁrgﬁnady_/\/anaﬁbaﬁn?idy
w w w

- / 95 (Van®?)a dy — / Van® T g, dy — / Van®Pbagns dy

—/ Va(9sn®? + I‘fﬁnTﬁ + I‘ng‘”)nady - / Van®basns dy

_/ \/a{ (naﬁ|ﬁ)77a + baﬁnaﬁn?)}dy
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(iii) We then likewise transform the second integral appearing in the left-
hand side of the variational equations, viz.,

5 | @ o @pantmady = [ m® ot vady
= / Vam®?dusms dy
(/J%z@b%m— T 50,15) dy
/\/_m —2b5T0, 10 + b3lane — bobosns) dy,

for all n = (1;) € H}(w) x Hi(w) x HZ(w). Using the symmetry m®? = m?*,
the relation dgv/a = /aT'G, (cf. part (i)), and the same Green formula as in
part (ii), we obtain

/ m* pas(n)Vady = _/ Va(@sm®” + Tf,m*” + Tgym??)8ans dy
+2/ \/Emaﬁbgagna dy
/ Vam®? (=265T% o + b%|ate — b3bosns) dy.
The same Green formula further shows that
_ / Va(@5m®? +T%,m* + T3 3m)dans dy
- /w Va(m®?|5)0am3 dy = /wﬁa(\/Em“%)nz dy
_ /w Va(m®|5)ns dy,
2/ Vam®?b0gm, dy = — / Va{9(bqm®?) + T, 05m* 1, dy.
Consequently,
/wm“%g(wady = / Va{ = 205m )5 + (B5le)m”? 1o dy
+/¢awﬂw—%%mwhﬂy

Using in this relation the easily verified formula

(bgm™)|s = (b1o)m™” + b3 (m7| )
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and the symmetry relations b3|, = bg|s (Theorem 4.2-2), we finally obtain

/m"ﬂpaﬁ(n)\/ﬁdy =— / Va{(bgm??)|5 + b3 (m?|3) }na dy

—/\/E{bgbggm(’ﬁ—m“ﬁag}ngdy.

(iv) By parts (ii) and (iii), the variational equations

1 ‘
/ {aaﬁof%T(g)yaﬁ (n) + gaa’@”pm(C )pap(m) — sz}\/ady =0

imply that
[ Va0 4 bme -+ b m7]) + 5 by
+/ Va{bagn® +b3besm” =m0 + p*tngdy = 0

for all () € H}(w) x H}(w) x H(w). The announced partial differential
equations are thus satisfied in w. O

The functions
n*f = a7 ,,(()

are the contravariant components of the linearized stress resultant ten-
sor field inside the shell, and the functions

€
maﬂ _ gaaﬁm—pm_ (C)
are the contravariant components of the linearized stress couple, or
linearized bending moment, tensor field inside the shell.
The functions

1985 = 9t + TG 197 + 10 127,
g = 0a(t*’|5) + T%, (t*%]5),

which have naturally appeared in the course of the proof of Theorem 4.4-4,
constitute examples of first-order, and second order, covariant derivatives
of a tensor field defined on a surface, here by means of its contravariant
components t*? : T — R.

Finally, we state a regularity result that provides an instance where the
weak solution, viz., the solution of the variational equations, is also a classical
solution, viz., a solution of the associated boundary value problem. The proof
of this result, which is due to Alexandrescu [1994], is long and delicate and for
this reason is only briefly sketched here (as expected, it follows the same pattern
as in the three-dimensional case, considered in Theorem 3.9-4).
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Theorem 4.4-5. Let w be a domain in R? with boundary v and let 0 : w — E3
be an injective immersion. Assume that, for some integer m > 0 and some real
number ¢ > 1, v is of class C™4, 8 € C 4 (w; E?), p* € WmThe(w), and
p? € W™4(w). Finally, assume that v9 = . Then the weak solution found in
Theorem 4.4-2 satisfies

¢ = (G) € WM a(w) x WMT34(yw) x WM ().

Sketch of the proof. To begin with, assume that the boundary  is of class
C* and the mapping 6 belongs to the space C*(w; E?).

One first verifies that the linear system of partial differential equations found
in Theorem 4.4-4 (which is of the third order with respect to the unknowns ¢,
and of the fourth order with respect to the unknown (3) is uniformly elliptic
and satisfies the supplementing condition on L and the complementing boundary
conditions, in the sense of Agmon, Douglis & Nirenberg [1964].

One then verifies that the same system is also strongly elliptic in the sense of
Necas [1967, p. 185]. A regularity result of Necas [1967, Lemma 3.2, p. 260] then
shows that the weak solution ¢ = ({;) found in Theorem 4.4-2, which belongs
to the space H}(w) x H}(w) x HE(w) since 7o = v by assumption, satisfies

¢=(G) € H(w) x H*(w) x H*(w)

if p* € H'(w) and p3 € L?(w).
A result of Geymonat [1965, Theorem 3.5] about the index of the associated
linear operator then implies that

¢7 = (¢F) € WHI(w) x W(w) x W (w)

if p* € Wh4(w) and p3 € L(w) for some g > 1.

Assume finally that, for some integer m > 1 and some real number g > 1,
7 is of class C™** and @ € C™**(w; E®). Then a regularity result of Agmon,
Douglis & Nirenberg [1964] implies that

¢ = (&) € WMT(w) x WmT34(w) x WmHha(w).

if p* € WmTha(w) and p® € W™4(w). O

4.5 A BRIEF REVIEW OF LINEAR SHELL
THEORIES

In order to put the linear Koiter shell equations in their proper perspective, we
briefly review the genesis of those two-dimensional linear shell theories that can
be found, and rigorously justified, as the outcome of an asymptotic analysis of
the equations of three-dimensional linearized elasticity as € — 0.
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The asymptotic analysis of elastic shells has been a subject of considerable
attention during the past decades. After the landmark attempt of Golden-
veizer [1963], a major step for linearly elastic shells was achieved by Destuynder
[1980] in his Doctoral Dissertation, where a convergence theorem for “membrane
shells” was “almost proved”. Another major step was achieved by Sanchez-
Palencia [1990], who clearly delineated the kinds of geometries of the middle
surface and boundary conditions that yield either two-dimensional membrane,
or two-dimensional flexural, equations when the method of formal asymptotic
expansions is applied to the variational equations of three-dimensional linearized
elasticity (see also Caillerie & Sanchez-Palencia [1995] and Miara & Sanchez-
Palencia [1996]).

Then Ciarlet & Lods [1996a,b] and Ciarlet, Lods & Miara [1996] carried out
an asymptotic analysis of linearly elastic shells that covers all possible cases:
Under three distinct sets of assumptions on the geometry of the middle surface,
on the boundary conditions, and on the order of magnitude of the applied forces,
they established convergence theorems in H', in L2, or in ad hoc completion
spaces, that justify either the linear two-dimensional equations of a “membrane
shell”, or those of a “generalized membrane shell”, or those of a “flexural shell”.

More specifically, consider a family of linearly elastic shells of thickness 2e
that satisfy the following assumptions: All the shells have the same middle
surface S = (W) C E3, where w is a domain in R? with boundary 7, and
0 € C3(w; E3). Their reference configurations are thus of the form @(ﬁs), e >0,
where

OF :=w x |—¢,¢],

and the mapping © is defined by
@(y, x?’;) = a(y) + J"ga?ﬁ(y) for all (ywxi)

All the shells in the family are made with the same homogeneous isotropic
elastic material and that their reference configurations are natural states. Their
elastic material is thus characterized by two Lamé constants A and p satisfying
3A+2p>0and g > 0.

The shells are subjected to body forces and that the corresponding applied
body force density is O(eP) with respect to e, for some ad hoc power p (which
will be specified later). This means that, for each € > 0, the contravariant
components ¢ € L?(QF) of the body force density are of the form

fi’e(y,exg) = Epfi(y,xg) for all (y,z3) € Q:=w x |-1,1],

and the functions f¢ € L?(Q) are independent of ¢ (surface forces acting on the
“upper” and “lower” faces of the shell could be as well taken into account but
will not be considered here, for simplicity of exposition). Let then the functions
p»¢ € L?(w) be defined for each ¢ > 0 by

e
1, .__ 1,€ e
pht = foedas.

—&
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Then, for each ¢ > 0, the associated equations of linearized three-dimensional
elasticity in curvilinear coordinates, viz., (y1,y2,25) € 55, have one and only
one solution (Theorem 3.9-2) u® = (uf) € H'(Q°), where the functions uf are
the covariant components of the displacement field of the reference configuration
o).

Finally, each shell is subjected to a boundary condition of place on the por-
tion O(yp x [—¢,¢]) of its lateral face, where ~y is a fized portion of 7, with
lengthyo > 0.

Incidentally, such particular instances of sets 2° and mappings © provide a
fundamental motivation for studying the equations of linear elasticity in curvi-
linear coordinates, since they constitute a most natural point of departure of
any asymptotic analysis of shells.

Let

(9pM - @a + 0o - ag) and pas(n) = (apn — I'0300M) - as,

DN =

Yo (77) =

where 7 = n;a’, denote as usual the covariant components of the linearized
change of metric, and linearized change of curvature, tensors.

In Ciarlet, Lods & Miara [1996] it is first assumed that the space of linearized
inextensional displacements (introduced by Sanchez-Palencia [1989al])

Vir(w):={n=(p) € H(w) x H (w) x H*(w);
i = 0ynz = 0 on Yap(n) = 0 in w}

contains non-zero functions. This assumption is in fact one in disguise about
the geometry of the surface S and on the set . For instance, it is satisfied if S
is a portion of a cylinder and 8(+y) is contained in one or two generatrices of S,
or if S is contained in a plane, in which case the shells are plates.

Under this assumption Ciarlet, Lods & Miara [1996] showed that, if the
applied body force density is O(g?) with respect to €, then

€

— u§daf — ¢ in H'(w) as e — 0,
2e J_.

where the limit vector field ¢ := ((;) belongs to the space Vp(w) and satisfies
the equations of a linearly elastic “flexural shell” | viz.,

63 afot i,€
g/a o pm(C)pa,@(n)\/ﬁdy:/p’ nivady

for all p = (n;) € Vp(w). Observe in passing that the limit ¢ is indeed indepen-
dent of €, since both sides of these variational equations are of the same order
(viz., €3), because of the assumptions made on the applied forces.

Equivalently, the vector field ¢ satisfies the following constrained minimiza-
tion problem:

¢ € Vp(w) and ji(¢) = inf ji(n),
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where

/E_ BT por () pas (M) Vady — /wpi,em\/ady

1
2 3

for all n = (n;) € Vp(w), where the functions
A p 3
— " o aUT_FQ aaaaﬁr+_aa7aﬁa
o2 1( )
are precisely the familiar contravariant components of the shell elasticity tensor.
If Vp(w) # {0}, the two-dimensional equations of a linearly elastic “flexural

shell” are therefore justified.
If Vp(w) = {0}, the above convergence result still applies. However, the

13

only information it provides is that — u$ dz§ — 0 in H'(w) as e — 0.
—E&

Hence a more refined asymptotic analysis is needed in this case.

A first instance of such a refinement was given by Ciarlet & Lods [1996a],
where it was assumed that g = v and that the surface S is elliptic, in the sense
that its Gaussian curvature is > 0 everywhere. As shown in Ciarlet & Lods
[1996a] and Ciarlet & Sanchez-Palencia [1996], these two conditions, together
with ad hoc regularity assumptions, indeed imply that Vg(w) = {0}.

In this case, Ciarlet & Lods [1996b] showed that, if the applied body force
density is O(1) with respect to e, then

afor

1 [ 1 ¢
% uf, da§ — (o in H'(w) and 2—/ u§da§ — (3 in L*(w) as € — 0,
€ 5

—€ —€

where the limit vector field ¢ := ({;) belongs to the space
Var(w) i= Hi(w) x Hi(w) x L),

and solves the equations of a linearly elastic “membrane shell”, viz.,
/ a5 (¢ ) Yap(m)Vady = / poEmiv/ady
w w

for all n = (n;) € V(w), where the functions a®?™,~,5(n), a, and p"¢ have
the same meanings as above. If vg = v and S is elliptic, the two-dimensional
equations of a linearly elastic “membrane shell” are therefore justified. Observe
that the limit ¢ is again independent of €, since both sides of these variational
equations are of the same order (viz., €), because of the assumptions made on
the applied forces.

Equivalently, the field ¢ satisfies the following unconstrained minimization
problem:

¢ €Vu(w)and ji,(¢) = inf ji(n),
neEV M (w)

where

Jar(n) == —/ a®P7 Ty, (M) Vas(m)Vady — /p"’smx/ﬁdy-
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Finally, Ciarlet & Lods [1996d] studied all the “remaining” cases where
Vi (w) = {0}, e.g., when S is elliptic but length~yy < length~y, or when S is for
instance a portion of a hyperboloid of revolution, etc. To give a flavor of their
results, consider the important special case where the semi-norm

M 1/2
=) = Wi = {2 sl |
a,B

becomes a norm over the space
W(w):={neH' (w); n=0on}

In this case, Ciarlet & Lods [1996d] showed that, if the applied body forces
are “admissible” in a specific sense (but a bit too technical to be described
here), and if their density is again O(1) with respect to e, then

1 €
% u®dz§ — ¢ in V§\4(w) as € — 0,

where

ng (w) := completion of W (w) with respect to ||£/[ .

Furthermore, the limit field { € ng (w) solves “limit” variational equations of
the form

eBi,(¢F.m) = LY (n) for all p € VA (w),

where Bg\/[ is the unique extension to Vg\/[(w) of the bilinear form Bj; defined
by

Bur(Gom) =5 [ @700 Qi (n)ady for all €1 € W),
w

i.e., e By is the bilinear form found above for a linearly elastic “membrane shell”,

and Lg\’j : ng (w) — R is an ad hoc linear form, determined by the behavior as

¢ — 0 of the admissible body forces.

In the “last” remaining case, where Vg (w) = {0} but ||i/[ is not a norm over
the space W (w), a similar convergence result can be established, but only in
the completion ng (w) with respect of ||£/I of the quotient space W (w)/Wy(w),
where Wy(w) = {n € W(w); yo5(n) =0 in w}.

Either one of the above variational problems corresponding to the “remain-
ing” cases where Vp = {0} constitute the equations of a linearly elastic
“generalized” membrane shell, whose two-dimensional equations are there-
fore justified.

The proofs of the above convergence results are long and technically difficult.
Suffice it to say here that they crucially hinge on the Korn inequality “with
boundary conditions” (Theorem 4.3-4) and on the Korn inequality “on an elliptic
surface” mentioned at the end of Section 4.3.
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Combining these convergences with earlier results of Destuynder [1985] and
Sanchez-Palencia [1989a,b, 1992] (see also Sanchez-Hubert & Sanchez-Palencia
[1997]), Ciarlet & Lods [1996b,c] have also justified as follows the linear Koiter
shell equations studied in Sections 4.2 to 4.4, again in all possible cases.

Let ¢% denote for each ¢ > 0 the unique solution (Theorem 4.4-2) to the
linear Koiter shell equations, viz., the vector field that satisfies

Ck € V(w)={n=(m) € H'(w) x H'(w) x H*(w); n; = d,yn3 = 0 on 1o},

3
[ {ea G rantn) + S0 por(Cicdpantm) }Vady

N /pi’emx/ady for all n = (n;) € V(w),
w
or equivalently, the unique solution to the minimization problem

Cie € V() and j(GGe) = inf i)

where

N =

im=3 [ {07 (s ) + S0, (m) )}

- / p'nivady.

Observe in passing that, for a linearly elastic shell, the stored energy function
found in Koiter’s energy, viz.,

3
€ apoT € apoT
n — {5 () () + 07T s (M)pas(m) |
is thus exactly the sum of the stored energy function of a linearly elastic “mem-
brane shell” and of that of a linearly elastic “flexural shell” (a similar, albeit less
satisfactory, observation holds for a nonlinearly elastic shell, cf. Section 4.1).

Then, for each category of linearly elastic shells (membrane, generalized
€

1
membrane, or flexural), the vector fields (5 and % u® dz§, where u® = (uf)

denotes the solution of the three-dimensional probler;, have exactly the same
asymptotic behavior as € — 0, in precisely the same function spaces that were
found in the asymptotic analysis of the three-dimensional solution.

It is all the more remarkable that Koiter’s equations can be fully justified for
all types of shells, since it is clear that Koiter’s equations cannot be recovered as
the outcome of an asymptotic analysis of the three-dimensional equations, the
two-dimensional equations of linearly elastic, membrane, generalized membrane,
or flexural, shells exhausting all such possible outcomes!

So, even though Koiter’s linear model is not a limit model, it is in a sense
the “best” two-dimensional one for linearly elastic shells!
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One can thus only marvel at the insight that led W.T. Koiter to conceive
the “right” equations, whose versatility is indeed remarkable, out of purely
mechanical and geometrical intuitions!

We refer to Ciarlet [2000a] for a detailed analysis of the asymptotic analysis
of linearly elastic shells, for a detailed description and analysis of other linear
shell models, such as those of Naghdi, Budiansky and Sanders, Novozilov, etc.,
and for an extensive list of references.
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energy:
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first fundamental form: 66
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GREEN’s formula: 114
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